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Conjugated energetic molecules (CEMs) are a class of explosives with high nitrogen content that
posses both enhanced safety and energetic performance properties and are ideal for direct optical ini-
tiation. As isolated molecules, they absorb within the range of conventional lasers. Crystalline CEMs
are used in practice, however, and their properties can differ due to intermolecular interaction. Herein,
time-dependent density functional theory was used to investigate one-photon absorption (OPA) and
two-photon absorption (TPA) of monomers and dimers obtained from experimentally determined
crystal structures of CEMs. OPA scales linearly with the number of chromophore units, while TPA
scales nonlinearly, where a more than 3-fold enhancement in peak intensity, per chromophore unit,
is calculated. Cooperative enhancement depends on electronic delocalization spanning both chro-
mophore units. An increase in sensitivity to nonlinear laser initiation makes these materials suitable
for practical use. This is the first study predicting a cooperative enhancement of the nonlinear optical
response in energetic materials composed of relatively small molecules. The proposed model quantum
chemistry is validated by comparison to crystal structure geometries and the optical absorption of these
materials dissolved in solution. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4978579]

I. INTRODUCTION

There has been an increasing effort to design energetic
materials that are safe and easy to handle. While the motiva-
tion to do so is obvious, it is rather difficult in practice, as it
requires decoupling the correlation between explosive perfor-
mance and sensitivity.1–8 Current methods used to detonate
high explosives are electrical or mechanical.9 These methods
are not inherently safe, however, because coincidental electri-
cal or mechanical insults can result in unwarranted detonation.
Recent efforts have focused on photoactive energetic materials
with absorption within the range of conventional lasers.10–23

Introducing a fiber optic cable for direct optical initiation elim-
inates sensitivity to electrical insults, while replacing primary
explosives with less sensitive secondary explosives reduces
sensitivity to mechanical insults. A class of energetic materials
that exhibit the optical, electrical, and mechanical properties
suitable for this application are conjugated energetic molecules
(CEMs).

CEMs are secondary explosives with a large number of N
–N and C–N bonds, which raise their heat of formation.3–6,24–33

Moreover, their planar, conjugated structure with electronic
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delocalization increases density and molecular stability. Their
synthetic versatility has been evidenced in nitrogen-rich het-
erocycles such as triazole, tetrazole, and tetrazine.30 A recent
theoretical work has highlighted structure-property relation-
ships, such as adding oxygen to the core framework to simul-
taneously increase the two-photon absorption (TPA) cross
section and increase oxygen balance;21 a measure of the oxy-
gen to fuel ratio that determines explosive strength.34 While
past works have discussed isolated CEMs, more work is
needed to characterize their associated crystal structures used
in practice.

The synthesis and characterization of crystalline CEMs
have been recently reported.35–40 These materials are generally
less sensitive to electrical and mechanical stimuli than tradi-
tional explosives such as pentaerythritol tetranitrate (PETN),
1,3,5-trinitroperhydro-1,3,5-triazine (RDX), and octahydro-
1,3,5,7-tetranitro-1,3,5,7-tetrazocine (HMX), while maintain-
ing strong explosive performance. However, the optical prop-
erties of these materials have not yet been determined, as
direct evaluation via optical detonation experiments can often
be difficult and costly. It is beneficial to have a qualitative
and quantitative overview of the optical performance a priori,
which can be accomplished using modern computational
techniques for predictive modeling. The majority of CEMs
from our last study were optically excited within the range of
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500–250 nm (2.5–5.0 eV).21 However, due to the availability of
high power Nd:YAG lasers, the most practical wavelength for
initiation is 1064 nm (≈1.2 eV). One possible avenue for opti-
cal excitation is by degenerate TPA, whereby a material simul-
taneously absorbs two photons of the same energy. Increasing
the sensitivity of these materials to nonlinear laser initiation
eliminates the need of electrical and mechanical stimuli for
detonation. One such mechanism for increasing TPA intensity
is cooperative enhancement.

Cooperative enhancement of TPA is due to the inter-
action between multiple chromophore units and is observed
when the maximum TPA cross section, per chromophore
unit, is considerably larger than that of an individual, non-
interacting unit. It is attributed to π-conjugation, where
the delocalization of a coherent electronic molecular wave-
function spans multiple building blocks of the compound,
which increases transition dipole moments. Strong cooperative
enhancements have been measured in dendrimers,41–45 substi-
tuted porphyrins,46 porphyrin dimers,47,48 linear porphyrin49

and squaraine oligomers,50 multichromophoric compounds,51

and self-assembled zinc-porphyrin nanostructures.52 By uti-
lizing time-dependent density functional theory (TD-DFT),
we calculate a cooperative enhancement in dimers extracted
from crystalline CEMs, thereby providing the first evidence
of a strong nonlinear optical response in energetic mate-
rials composed of relatively small molecules for explosive
applications.

II. CONJUGATED ENERGETIC MATERIALS

This section provides readers with a concise overview of
recent measurements and theoretical predictions covering both
the safety as well as energetic performance properties of the
materials studied in this paper. It is worth noting that these data
are those of the bulk materials, whereas the focus of this paper
is on the optical properties of monomers and dimers extracted
from their corresponding crystal structures. However, we find
it useful to not only motivate these materials as they are used in
practice but to also present data from several works in a single
location for comparison.

We study molecular materials A through C, which com-
prise the corresponding CEMs shown in Fig. 1. Molecule A
has a tetrazine-tetrazolo bicyclic framework with two oxygen
substituents and a NH2 substituent. Molecule B has a triazine-
triazolo bicyclic framework with two NO2 substituents and

FIG. 1. Chemical structures of the CEMs.

a NH2 substituent. Molecule C has a single cyclic tetrazine
system with two fluorinated chain-like substituents and two
oxygen substituents. The synthesis and characterization of
their corresponding crystal structures are provided in Refs. 35
and 36 for A, Refs. 37 and 38 for B, and Refs. 39 and 40 for
C. Table I shows sensitivity data of these materials, as well as
those of conventional explosive materials. Data for PETN and
RDX were taken from Refs. 35 and 36. Impact is the minimum
energy at which a falling weight causes an explosive material
under total confinement to initiate. Spark, also known as elec-
trostatic discharge (ESD), is the minimum electrostatic energy
discharged from a capacitor to an explosive material at which
initiation occurs. Last, friction determines whether or not an
explosive material is susceptible to initiation by a specified
frictional force. The details of the experiments carried out to
obtain these results can be found in the references above.

As shown in Table I, these materials show excellent insen-
sitivities toward destructive electrical and mechanical stimuli.
Material B was found to be relatively insensitive to impact,
spark, and friction. Material A, although more sensitive than
B, was found to be less sensitive than PETN and RDX overall.
The insensitivities of C are similar to those of A. Materials
A through C were also found to have good thermal stabili-
ties, with decomposition occurring above 150 ◦C for A, 232 ◦C
for B, and 174 ◦C for C. PETN and RDX decompose above
164 ◦C53 and 210 ◦C,54,55 respectively.

As a measure of explosive performance, we can com-
pare theoretical predictions of the detonation pressure, pD, and
velocity, 3D, which are defined as the pressure and velocity of
a shock wave front traveling through a detonated explosive.
Theoretical predictions were calculated with the Cheetah ther-
mochemical code.56 Densities were measured at 293 K, while
heats of formation were calculated with the methods described
in Refs. 57 and 58 for A and B and Refs. 59 and 60 for C.
Densities and heats of formations were fed into the Cheetah
program to obtain pD and 3D. These values are predicted to be
41.3 GPa and 9.6 km s�1 at 1.93 g cm�3 for A, 32.0 GPa and
8.7 km s�1 at 1.86 g cm�3 for B, and 40.6 GPa and 8.8 km s�1

at 1.96 g cm�3 for C. For PETN, these values are 33.2 GPa and
8.3 km s�1 at 1.77 g cm�3,53 while for RDX, they are 34.9 GPa
and 8.8 km s�1 at 1.80 g cm�3.54,55 Therefore, materials A
through C are predicted to have higher detonation pressures
and velocities than those of PETN and RDX, and with higher
densities, which may imply more explosive power per unit vol-
ume. The details of the simulations carried out to obtain these
results can be found in the aforementioned references.

Another factor of explosive performance is the oxygen
balance (OB%), which provides a measure to which a material
can be oxidized. On average, optimal explosive performance is

TABLE I. Sensitivity data of materials A through C, PETN, and RDX.

Structure Impact (J) Spark (J) Friction (N)

A 6.0 0.062 109
B 29 0.125 360
C 5.6 0.062 104
PETN 2.5 0.062 92
RDX 6.0 0.062 87
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achieved as OB% approaches zero.61 The following equation
was used to compute OB%,

OB% = −
1600

M

(
2X +

1
2

Y − Z

)
, (1)

where X, Y, and Z, are the number of carbon, hydrogen, and
oxygen atoms, respectively, and M is the molecular weight
of the compound. The OB% of materials A through C are
�28.0%, �35.4%, and �3.8%, respectively. The OB% of C
was obtained by combining each fluorine to hydrogen to make
hydrogen fluoride (HF), which were not included in the cal-
culation for oxidation. For PETN (C5H8N4O12) and RDX
(C3H6N6O6), these values are �10.1% and �22.6%, respec-
tively. Overall, A through C show enhanced safety properties
and promising energetic performance properties compared to
conventional explosive materials. By determining their opti-
cal properties, we can assess their viability toward optical
initiation.

III. COMPUTATIONAL METHODS
A. Optical absorption spectra

The one-photon absorption (OPA) of the monomers and
dimers were calculated. The ground-state geometry of each
monomer was extracted from a single molecule of its exper-
imental crystal structure. A similar procedure was carried
out to obtain the geometries of the dimers, where a central
molecule of the crystal was selected and all its neighboring
molecules were systematically identified. Atomic coordinates
were measured with X-ray crystallography and obtained with
the VESTA62 and Avogadro programs.63,64 Following our pre-
vious study,21 the following model quantum chemistry was
applied. Vertical excitation energies were computed with TD-
DFT using the B3LYP density functional65 and 6-31G(d′)
basis set.66,67 TD-DFT is the most practical method for cal-
culating excited states in medium- and large-sized organic
and inorganic molecules.68,69 Moreover, this level of the-
ory has produced qualitatively accurate linear and nonlinear
absorption spectra of conjugated organic materials over a wide
range of molecular sizes.70–76 We validate the use of this
model quantum chemistry, for the molecules of this paper, in
Subsection III B.

In order to obtain OPA spectra, A, as a function of energy,
Ω, each vertical excitation was given a Lorentzian lineshape

Ae (Ω) ∝
fge

1 + 4
(
Ω−Ωge

Γ

)2
, (2)

where fge is the oscillator strength between the ground and
excited state, Ωge is the energy of the excited state, and Γ is
the full width at half maximum (FWHM), which was set to a
homogeneous broadening of 0.15 eV. The complete spectrum,
A, is defined as the sum of all its individual contributions, Ae,
i.e., A =

∑
e Ae. Here, 25 singlet excited states were requested

in the TD-DFT calculation and used to compute each spec-
trum. Excited states were computed with the Gaussian 03
software package.77 Since the most practical wavelength for
initiation is in the NIR (near-infrared), we focus our attention to
low-energy absorption peaks with relatively strong intensities.
Therefore, spectra may be cut off at higher energies.

The two-photon absorption (TPA) of the monomers and
dimers was computed using the extension of adiabatic TD-
DFT to nonlinear optical response.78,79 TPA spectra were also
given Lorentzian lineshapes with FWHM of approximately
0.15 eV. It is worth noting that a rigorous choice of broadening
was not of concern since the objective was to compare optical
response between the monomers and dimers.

In order to determine the nature of the optical excita-
tions in these chromophores, natural transition orbital (NTO)
analysis was performed. NTOs offer a compact, qualitative
representation of a transition density expanded in terms of
single-particle transitions.80,81 Therefore, NTOs provide a use-
ful way of assigning transition character. Figures showing
NTOs were obtained with the Jmol program.82

B. Benchmarking model quantum chemistry

To validate the proposed model quantum chemistry
described in Subsection III A, theoretical ground-state geome-
tries and optical absorption spectra were compared to exper-
imental data. Monomers were optimized with no symmetry
constraints using DFT and compared to those obtained from
the experimental crystal structures. Maximum deviation of the
bonds lengths between DFT and experiment was 0.015 Å.
Experimental absorption spectra of these molecules dissolved
in acetonitrile were obtained from our previous study,21 and
which are compared to the new TD-DFT calculations, shown
in Fig. 2. Our previous calculations did not account for the
effects of solvent on optical properties, but were rather, carried
out in the gas phase. Here, we have calculated the absorp-
tion in solvent, as this makes for a better comparison to
the available experimental data. Both non-equilibrium, lin-
ear response83,84 (LR) and non-equilibrium state-specific85,86

FIG. 2. Optical absorption of A through C in acetonitrile. Bold lines are
theoretical spectra, determined using TD-DFT, while dashed lines are exper-
imental. Experimental spectra were recorded with a HP 853 Agilent UV–Vis
spectrometer. Materials were dissolved in solutions of acetonitrile at concen-
trations on the order of 10�4M. Extinction coefficients were averaged over
three solutions.
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(SS) solvents were used with a polarizable continuum model
(PCM).87,88 The PCM models the solute as a system embed-
ded in a dielectric cavity, with a dielectric constant ε that is
characteristic of the solvent. In this case, acetonitrile has a
dielectric constant of ε ≈ 37.5. The PCM is the most popular
solvent model and has, for example, been successful in mod-
eling solvated charge transfer states.89 The theoretical OPA
spectra in Fig. 2 were constructed using the method described
in Subsection III A using a FWHM of 0.36 eV. This FWHM
was chosen to closely match theory to experiment. A total
of 50 singlet excited states were requested in the TD-DFT
calculations and used to compute each spectrum. It is worth
noting that we are in pursuit of predominantly qualitative mod-
els of OPA and TPA lineshapes. Therefore, theoretical spectra
do not account for Franck-Condon effects or the changes in
zero-point vibrational energies. That being said, excitation
energies of vertical transitions have been found to be blue-
shifted by about 0.2–0.3 eV relative to those of 0–0 transitions
in rigid molecules.90 In regards to error compensation due
to choice of density functional, B3LYP with vibronic effects
has proven to be in excellent quantitative agreement to exper-
iment for large organic molecules.90 All spectra of Fig. 2,

experimental and theoretical, were normalized by maximum
absorption to convey relative intensity. Optimized geome-
tries and excited states were computed with the Gaussian 09
software package.91

In Fig. 2, TD-DFT matches the experimental spectrum of
A exceptionally well, with a maximum deviation of 0.10 eV.
The peaks in B and C are also recovered but with slightly larger
blue-shifts. The relative intensities of all peaks in A through
C are also accurately recovered. Therefore, although TD-DFT
is generally more accurate for larger systems,68,69 we expect
this level of theory to be valuable for predicting the linear and
nonlinear optical response in these smaller systems as well. It
is worth reiterating that the geometries used to compute the
spectra in Sec. IV were obtained from experimental crystal
structures, as opposed to the optimized structures used in this
subsection.

IV. RESULTS AND DISCUSSION

The OPA spectra of monomer A and its dimers are shown
in the bottom panels of Fig. 3. OPA intensities of the dimers
were halved in order to eliminate dependence on the number of

FIG. 3. OPA (bottom panel) and TPA
(top panel) spectra of the monomer
and dimers of material A. Results for
the monomer are shown in red, while
those of the dimers are shown in blue.
Vertical lines in the bottom panels are
vertical excitation energies determined
from TD-DFT. OPA and TPA intensi-
ties of the dimers are halved, while the
TPA energy scale is doubled to show
total photon energy absorbed. Associ-
ated dimer configurations are shown.
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chromophore units. Monomer A peaks at 2.76 eV, while dimers
1A through 5A peak between 2.72 and 2.92 eV. Compared to A,
the OPA of 1A, 2A, and 4A is shifted towards lower energy due
to the optically active states at 2.68, 2.64, and 2.60 eV, respec-
tively. The dimers also absorb with larger and more broadened
intensities than the monomer. To account for changes in both
peak intensity and broadening, the enhancement factor (EF) is
defined as

EF =
1
2
∫ ADim(Ω) dΩ

∫ AMon(Ω) dΩ
, (3)

where the integral is over the peak of interest, A is absorbance,
and the factor of one-half removes the dependence on the num-
ber of chromophore units. EFs of 1A through 5A are between
0.6 and 1.1. For two non-interacting chromophore units, a 2-
fold enhancement from monomer to dimer is expected since
OPA depends on the transition dipole moments between the
ground and excited states, which roughly scales linearly with
the number of chromophore units, i.e., |µge |

2 ∝N . The data
qualitatively agree with this reasoning. Overall, the dimers
shift OPA by roughly 0.20 eV compared to that of the
monomer.

The TPA spectra of monomer A and its dimers are shown
in the top panels of Fig. 3. TPA intensities of the dimers were
halved in order to eliminate the dependence on the number of
chromophore units. Monomer A peaks in a similar location as
its OPA state at 2.76 eV. TPA of 1A through 5A peak between
2.71 and 2.81 eV. The locations of OPA and TPA roughly
coincide for all dimers, except for dimer 3A, which has a dark
OPA but bright TPA state at 2.70 eV. This state is red-shifted
relative to the lowest-energy OPA state at 2.78 eV. This shows
that TPA can be tuned to lower energies and activate dark OPA
states. Such shifts are more pronounced in larger and more
conjugated systems.75 Similar to OPA of the dimers, there is
also enhanced broadening in the TPA. The left shoulder in 2A
is due to the state at 2.64 eV, which is not optically active in
A. The same is observed in 4A, where the low-energy peak
is located at 2.60 eV. Optically active low-energy TPA states
are important, in practice, for initiation with conventional NIR
lasers.

The most distinctive feature between the optical proper-
ties of the monomers and dimers is a cooperative enhancement
in the TPA. Cooperative enhancement occurs when the TPA
of a dimer is more than twice that of the monomer. Following
the same definition for enhancement as OPA, EFTPAs of 1A

through 5A are 1.3, 1.5, 2.0, 2.4, and 3.0, respectively. The rel-
atively large enhancement in 4A, for example, can be attributed
to the low-energy TPA state. Dimer 5A is predicted to have
the largest enhancement. Compared to the other dimers, 5A is
the largest in length, with two molecules nearly head-to-tail,
as shown in Fig. 3, suggesting that this orientation induces a
large enhancement in the TPA. We will later justify this within
a two-level model.

A similar analysis can be made for the OPA and TPA spec-
tra of materials B and C. For the sake of brevity, spectra with
largest enhancements are shown in Fig. 4. OPA of monomer
B peaks at 4.26 eV, while dimer 1B has a broader band that
is shifted towards lower energy and peaks at 3.96 eV. OPA of
monomer C and dimer 1C peaks in similar locations around
2.50 and 3.25 eV. The low-energy OPA peak is predicted to
have a much lower intensity than the high-energy OPA peak in
both C and 1C. EFOPAs of 1B and the high-energy peak in 1C
are 1.0 and 1.1, respectively. TPA of 1B is red-shifted relative
to the TPA of B. There is also a TPA state in 1B at 3.13 eV that
is not optically active in B. Again, TPA of C and 1C peaks
in similar locations around 2.50 and 3.25 eV. Unlike OPA,
however, the low-energy TPA peak is predicted to have a larger
intensity than the high-energy TPA peak. EFTPA of 1B and the
low-energy peak of 1C are estimated to be 3.5 and 5.6, respec-
tively. Similar to A, multiple chromophore units strongly affect
TPA in these materials. All data are summarized in Table II.

Within this small data set, there are several structure-
property relationships. The first of which is the dependence
of conjugation on TPA cross section, σ2. Monomers A and
B are more conjugated than C due to the tetrazine-tetrazolo
and triazine-triazolo fused ring systems, respectively. The only
conjugation in C is from the tetrazine ring. Therefore, the
molecular orbitals of A and B are delocalized to a larger frac-
tion of the molecule, which increases their transition dipole
moments. Table II shows σmax

2 of A and B being 2 to 3 times
larger than that of C.

A second structure-property relationship is the effect of
orientation on cooperative enhancement. It is beneficial to
elucidate the enhancement in a representative dimer with rel-
atively large σ2. The head-to-tail orientation of dimer 5A
results in an EFTPA of 3.0, which can be explained within the
two-level model. When the ground and first couple excited
states are well separated from higher-lying excited states, the
sum over states expression for the second hyperpolarizability
can be simplified. Furthermore, when the dipole moment is

FIG. 4. OPA (bottom panel) and TPA
(top panel) spectra of the monomer and
dimers of materials B and C. Details
of the spectra are the same as those
described in Fig. 3.
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TABLE II. Properties of OPA and TPA spectra in materials A through C. ΩOPA/TPA are transition energies at
maximum OPA and TPA, respectively. EFOPA/TPA are enhancement factors, as defined in Eq. (3). EFmax

OPA/TPA are
enhancements factors of peak absorptions. σmax

2 are maxima of the halved two-photon cross sections.

Structure ΩOPA (eV) EFOPA EFmax
OPA ΩTPA (eV) EFTPA σmax

2 (GM) EFmax
TPA

A 2.76 1.0 1.0 2.79 1.0 10 1.0
1A 2.72 0.8 0.8 2.71 1.3 13 1.3
2A 2.74 0.9 0.7 2.75 1.5 12 1.2
3A 2.92 1.1 0.7 2.72 2.0 14 1.4
4A 2.76 0.9 0.6 2.78 2.4 16 1.6
5A 2.81 1.2 1.1 2.81 3.0 31 3.1
B 4.26 1.0 1.0 4.10 1.0 5.9 1.0
1B 3.96 1.0 0.9 3.96 3.5 20 3.5
C 2.47 1.0 1.0 2.49 1.0 2.2 1.0
1C 2.51 · · · · · · 2.51 5.6 12 5.5
C 3.26 1.0 1.0 3.23 1.0 0.5 1.0
1C 3.23 1.1 1.1 3.29 · · · 4.0 · · ·

predominantly along a single molecular axis, only one ten-
sorial component of the second hyperpolarizability is needed
to obtain σ2. At maximum TPA, σmax

2 ∝ µ2
ge(µee − µgg)2.75

For monomer A, µge, µgg, and µee are 3.6, 8.1, and 5.6 D,
while for 5A, they are 6.5, 17.6, and 14.3 D, respectively. The
ratio of σmax

2 at 2.82 eV is σ5A
2 /σA

2 ≈ 2.84; a roughly 8%
deviation from the full calculation of 3.1, shown in Table II.
The largest contribution is from the transition dipole moment,
µge. Fig. 5(a) shows how 5A’s orientation both rotates µge

towards the oxygen substituent and increases its magnitude.

FIG. 5. (a) Magnitude and relative direction of µge at 2.82 eV in monomer
A and dimer 5A. (b) NTOs of the vertical excitation in 5A. Percentages are
NTO eigenvalues.

The alternation of acceptor-donor substituents between the
oxygen and NH2 enhances electronic coupling. Moreover, the
tetrazine-tetrazolo heterocycles enhance electronic delocaliza-
tion over both chromophore units. Intermolecular coupling is
evidenced by the π−π∗ transition shown in Fig. 5(b), where the
excitation is on both chromophore units. A delocalized state
due to optical excitation is common in conjugated systems.92

Molecular packing in these explosive materials increases the
degree of electronic delocalization, which inherently increases
the nonlinear optical response, potentially making nonlinear
laser initiation feasible.

V. CONCLUSIONS

We have utilized TD-DFT to model the OPA and TPA
in energetic molecular materials that posses both enhanced
safety and energetic performance properties compared to con-
ventional energetic materials. The chosen level of theory was
validated against experimental data. The geometries used to
calculate the optical response of the monomers and dimers
were extracted from their experimentally determined crys-
tal structures. OPA scales linearly with the number of chro-
mophore units, while TPA scales nonlinearly. Monomers A
and B are more conjugated than C and have larger TPA cross
sections. The most important feature of the optical response is
a cooperative enhancement in the TPA of the dimers. Dimer
5A, for example, showed a 6-fold enhancement in TPA peak
intensity. Several dimers have two-photon active states at low
energy, which is important for optical initiation with conven-
tional NIR lasers. We predict that materials A and C can
be excited via OPA and TPA with widely available double
frequency (532 nm) and regular (1064 nm) Nd:YAG lasers,
respectively. Overall, material A is predicted to have the opti-
cal range, intensity, and enhancement that are favorable for
application.

This study has focused on isolated dimers, but even at
this level, TPA is enhanced within the optical window of
interest. A nonlinear increase in the TPA cross section is
expected for these materials in bulk. Moreover, based on the
results of Fig. 2, theoretical spectra are generally blue-shifted
relative to experimental spectra. Therefore, predicted energies
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may be overestimated, bringing the true window for optical
excitation closer to the NIR. Due to the nature of coopera-
tive enhancement in the nonlinear optical response, it is worth
exploring more extended and conjugated structures for explo-
sive applications. This work is part of an extended project to
predict, design, and assess the applicability of novel photoac-
tive energetic materials. Future work with these materials will
entail nonadiabatic dynamics to determine photoproducts and
relative time scales of decomposition.
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