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Abstract Surface effects significantly influence the functionality of semiconduc-

tor nanocrystals. High quality nanocrystals can be achieved with good control of

surface passivation by various hydrophobic ligands. In this work, the chemistry

between CdSe quantum dots and common surface capping ligands is investigated

using density functional theory (DFT). We discuss the electronic structures and

optical properties of small CdSe clusters controlled by their size of particle, self-

organization, capping ligands, and positive charges. The chosen model ligands

reproduce good structural and energetic description of the interactions between the

ligands and quantum dots. In order to capture the chemical nature and energetics of

the interactions between the capping ligands and CdSe quantum dots, we found that

PMe3 is needed to adequately model trioctylphosphine (TOP), NH3 is sufficient for

amines, while OPH2Me could be used to model trioctylphosphine oxide. The rel-

ative binding interaction strength between ligands was found to decrease in order

Cd–O [ Cd–N [ Cd–P with average binding energy per ligand being -25 kcal/mol

for OPH2Me, -20 kcal/mol for NH3 and -10 kcal/mol for PMe3. Charges on

studied stoichiometric clusters were found to have a significant effect on their

structures, binding energies, and optical properties.
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Introduction

Semiconductor nanoparticles (NCs) are ligand-surfactant-stabilized particles of

1–100 nm in size and can be placed in the range between molecular compounds and

single crystals. They have gained vital attention due to their controllable optical and

electronic properties by tuning the size, shape, core/shell formation, and surface

manipulation [1–3]. In particular, colloidal quantum dots (QDs) have attracted

significant interest in diverse fields including solar energy conversion [4–7],

nanosensors [8, 9], light-emitting diodes [10–13], and biomedical imaging [14–18]

due to their excellent photostability and resistance to photobleaching [19]. The

heterogeneous metal chalcogenide quantum dots, such as CdSe, and CdTe, can be

synthesized by convenient organometallic methods with high degree of size control.

They are composed of a semiconductor core protected from the surrounding

medium with a layer of organic molecules [1, 20]. Cadmium and selenium

precursors are reacted in a coordinating solvent at high temperature in excess

trioctylphosphine oxide (TOPO) or other alternative solvents [2, 21–24]. It has been

shown that substantial control of the synthesis and properties of NCs can be

achieved by selecting the appropriate ligands in synthesis processes. The organic

capping ligands used in the colloidal synthesis have a profound impact on the

nanocrystals’ shape, size, composition and morphology [25–32]. A crucial step to

design biocompatible quantum dots for biological application is to choose

appropriate surface ligands with high affinity and selectivity that can target directly

to the binding site of the protein of interest [33, 34].

The surface ligands provide an alternative route to modifying the electronic and

chemical properties of quantum dots and have attracted significant attention. The types

of ligand species are important in quantum dots chemistry through participating in a

variety of properties regulations and stabilizations. Surface ligands, such as alkyl

phosphonic acids, carboxylic acids, oleic acid, alkylthiols, alkylamines, and/or shells

of inorganic materials play a decisive role in stabilizing the NCs in solution by directly

interacting with the surface atoms. The choice of ligand, solvent, and reaction

conditions can influence the size and morphology, dipole and ionic interactions of the

resulting nanocrystals. These achievements are due to the development of surfactant-

controlled growth in hot organic solvent, a synthetic approach for CdSe quantum dots

was first introduced in 1993 [1]. Following this seminal work, there are now very

effective synthetic methods to produce CdSe nanoparticles and most of the recent

syntheses of CdSe nanoparticles are variations on the above common theme. These

generic hydrophobic ligands usually need to be replaced by specific functional ligands

in order to enable specific targeting and complementary optoelectronic functionality

[35]. Experimental studies of CdSe quantum dots capped by oxygen-coordinating

ligand TOPO using NMR [36], XPS [37], and EXAFS techniques established that the

surface Se atoms are not likely to be passivated, and it appears that surface passivation

first and foremost occurs via ligand coordination to surface metal atoms. It remains the

most significant challenge to fully understand the ligand exchange mechanisms.

These ligands have been proved to have a strong effect on the electronic and

optical properties of passivated NCs by changing surface dangling bonds [38–41].

For example, thiols are observed to quench photoluminescence of CdSe
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nanocrystals as hole scavengers [38, 41]; and amines can enhance the quantum

yield, colloidal stability and biological interactions which makes themselves as

important reagents in synthesis [42, 43]. The known determinants of QD PL

efficiency include ligand coverage, binding geometries, electronic passivation

efficacy, and liability [16, 44]. Additional data shows that if NCs are not properly

passivated by ligands, surface selenium atoms are prone to oxidation and removed

from nanoparticle leaving a selenium vacancy [45, 46]. Changing the suspension

solvent of NCs can modify various surface ligands [47–50]. The synthetic approach

has been switched from a conventional mass action to a more chemically driven

approach, which is an achievable by using ligands with chemoselective head groups

at cadmium chalcogenide NC surfaces [37, 50, 51]. Recent experimental surveys

showed extensive evidence that both the type and the quality of surface passivation

are very important for such optical properties as, for instance, the optical gain or

photoinduced absorption [52–57]. Recently, it has been noticed that the trace

impurities in TOPO and HDA plays a key role in manipulating the shape,

composition, crystal growth of NCs [22, 58, 59]. More surface chemistry study is

expanded to the semiconductor QDs beyond CdSe [60]. The equilibrium constants

for solution phase binding of para-substituted aniline molecules were measured

recently and the binding strength of ligands were deducted [61–65]. More binding

energies were measured in this manner including phosphonic acid and carboxylic

acid [66, 67]. It has been reported very recently that surface ligands can control the

synthesis of magic-size quantum dots [68–70]. Paralleling these fields, peculiar

structure transformation can be induced by surface modifications [26], as evidenced

on the equilibrium between the wurtzite and zinc blende polytypes of CdSe

nanocrystals, where it has been shown that short-chain phosphonic acids stabilize

the zinc blende phase whereas octadecylphosphonic acids stabilize the wurtzite

phase [71].

Whilst experimental scientists have pursued studies through spectroscopic

techniques to understand the surface structures and properties correlating to various

types of surface ligands [36, 37, 53, 72], theoretical scientists studied the

geometrical structures and optical properties, as well as the interactions with the

passivation ligands, using various methods spanning from semi-empirical to time-

dependent first principle techniques [73–80]. In the past decade, there has been

achieved great computational and theoretical progress in understanding the unique

properties of QDs. However, complete decipher of the interface phenomena of NCs

remains hardly scratched. Limited by the computational resource in the early stage,

scientists used various approximate methods to mimic the surface effects.

Theoretical studies of the unsaturated valences (dangling bonds) on the surface

were either left truncated or saturated by pseudo hydrogen [81] or oxygen atoms

[40, 82], rather than more realistic surfactants. The precise nature of ligands was

unspecified, and each ligand was assumed to supply single sp3-hybridized orbital

that bonds with the Cd atoms [80]. As a result, the effect of NC surface

reconstruction has been partially addressed. For example, based on the simplistic

particle-in-a-box approach, the Effective-Mass Approximation model (EMA) and

its ‘‘k � p’’ generalization fails to encompass the detailed ligand passivation and

focuses on the modification of the envelope of electron wave-functions induced by

Influence of Surfactants and Charges on CdSe Quantum Dots 407

123



the confinement only [83]. So far, EMA was only applied to ligand-free QDs and

results were found to significantly disagree with experimental values [84]. Other

studies have been carried out for ligand-free QDs at semiempirical techniques

[85–88] and density functional theory (DFT) utilizing tight-binding approximation

[89–91], Local Density Approximation (LDA) or Generalized Gradient Approxi-

mation (GGA) models [92–94]. A ligand potential model has been used to simulate

the surface passivation [77, 82, 93]. However, the arbitrary magnitude of the

potential and of the distance between the ligands and the surface atoms can affect

the calculated values of the optical band gaps. The electronic properties of CdSe

nanocrystals were found to be sensitive to their environment in a study that

simulated the environment using self-consistent reaction field and semiempirical

pseudopotential methods [73, 74, 79, 95–97]. Hydrogen atoms, as excellent

terminating ligands for organic systems, were used as explicit model ligands in

semiempirical pseudopotential in order to saturate dangling bonds [81]. An

improved approach was adopted by using oxygen atoms as passivation ligands to

surface Cd [98]. Tight-binding theory was employed in studying the electronic and

optical properties of passivated and unpassivated CdS nanocrystals and CdS/ZnS

core shell nanocrystals [99, 100]. Ligand-like potentials were used to passivate

surface dangling bonds to study the dependence between particle size and optical

gaps [101]. In another study, the dangling bonds on the surface were removed by

shifting the energies of the corresponding hybrid orbitals well above the conduction

band edge by about 100 eV [102]. The possibility of surface reorganization by

partially saturating Se dangling bonds thus had been neglected in previous

theoretical investigations.

More realistic simulations of the surface reconstruction using first principle

methods had been published recently including self-healing and ligand effect of

CdSe nanocrystals [78–80, 103]. The ligand models and methodology benchmark

on smallest cluster with explicit ligands shows that explicit functional head groups

of ligands should be used in simulations in order to capture the chemical nature of

surface ligands [104]. Very recently, it was reported using explicit ligands for small

nanoclusters mixed with hydrogen atom as stabilizing agents using hybrid density

functional theory (B3LYP) and time-dependent density functional theory (TD-DFT)

for electronic spectra study [105, 106]. With explicit ligand models, quantification

of ligand binding energies between different ligands became possible [66, 79, 107–

109], as well as more realistic theoretical studies of nanocrystal growth [74, 110],

ligand effects and electronic spectra [111–117], and optical properties of magic-size

quantum dots [107, 118, 119]. On related broader studies, adsorption of ligands to

various bulk crystal planes was also investigated [79, 119, 120]. There are trends

that classical molecular dynamics studies between ligands and NCs start merging in

[61, 117].

Given the wide potential applications of quantum dots are approaching, a

fundamental understanding of interactions between ligands and quantum dots is a

subject of continuing and intense investigations [22, 74, 89, 107, 121–124]. The

importance of surface ligands for quantum dots, in terms of stabilization, avoiding

surface oxidation and aggregation to protect the optoelectronic properties, has been

studied in these reports. The structural chemistry at interfaces between ligands and
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QDs is yet to be described at atomistic level in a systematic way. Realistic models

with full chemical natures of ligands are needed to understand the nature of ligands

binding on quantum dots. In this work, we explore the properties of clusters Cd6Se6

and Cd13Se13 for the size dependency of semiconductor quantum dots, based on the

previous methodology investigations [104]. We focus on studying the differences in

geometry caused by ligand effects, the relative binding strength of various ligands,

and the charge effects in the systems. The excited state calculations using TD-DFT

were carried out to investigate the effects from ligands on optical properties.

Computational Methods

Methodology

We use DFT methods as implemented in Gaussian 03 package [125], to investigate

the structural mechanism of ligands binding and the electronic properties of larger

quantum dots, such as Cd6Se6 and Cd13Se13. The previous study showed that the

combination of hybrid functional (B3LYP) combined with basis set LANL2DZ

provides reasonable description for the chemistry between ligands and CdSe

quantum dots with moderate computational expense [104]. To further validate the

methods employed for a small cluster Cd2Se2 to larger structures, GGA functional

OPBE was applied for calculations of small cluster Cd6Se6. The results also show

that B3LYP hybrid functional offers better description of ligands binding energies

than GGA in general. In present work, no symmetry constraints were applied during

all geometry optimizations performed.

CdSe Cluster Models

In this work we continue to use the same ligand binding patterns, as found for the

minimal cluster Cd2Se2 [104], on the gradually larger clusters including Cd6Se6 and

Cd13Se13. These two specific clusters are selected to demonstrate the ligands effects,

charge effects, and size effects. Moreover, the Cd6Se6 structure is selected by being

one unit cell of wurtzite structure, which is reported to be the bulk structure for

crystal and core structure for large quantum dots. Cd6Se6 will be an extreme case to

understand surface reorganization for minimal wurtzite structure, since all atoms are

on surface. Cd13Se13 is the next larger wurtzite structure with three fused unit cells,

among which one of each shares two faces with the other two unit cells.

Alternatively Cd13Se13 cluster exists in a cage configuration, being the smallest

magic-size cluster reported [70, 126]. A recent report using mass spectrometry

showed that the cluster Cd13Se13 can stably exist as cage structure with 3 four-

membered and 10 six-membered rings on the cage of 12 Se and 13 Cd ions with a

Se ion inside [127]. As a result, the Cd13Se13 cage cluster was included in our study

as an alternative geometry for assessing the ligand binding interactions and charge

effects. This will be the first example of a testing case to understand how surface

reconstructs for wurtzite and cage structures.
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The number of ligands bound to Cd6Se6 is six with one to each cadmium atom,

whereas the number of ligands bound to both Cd13Se13 geometries (cage and

wurtzite) is 10 instead of 13 (see Table 3). In the cage form, there are totally 10

cadmium atoms that could bind with ligands due to unsaturated bonding. The other

three cadmium atoms are fully bound to neighbor selenium ions. Therefore, there

are no dangling bonds on these three cadmium atoms. A further validation was

applied to confirm that additional ligand binding cannot affect these internal

cadmium–selenium interactions. We optimized Cd13Se13 cluster with 13 capping

ligands as initial set up, i.e. every cadmium atom capped by one ligand molecule.

The ligand binding to these saturated Cd atoms is not stable since the optimized

geometries show that the ligands attached to the saturated Cd atoms disassociate

from the cluster. Similarly, there are also 10 unsaturated Cd atoms with dangling

bonds in the wurtzite structure and could be capped by surface ligands. As a result,

the degree of surface passivation for cluster Cd13Se13 is reduced to 76.9% from

100% in the subsequent calculations. The ligand binding energies and calculated

energy differences between wurtzite and cage geometries are listed in Table 2.

Surface Ligand Models

The use of basic ligands for CdSe quantum dots is essential to achieve the chemical

stability of the compounds [44, 114]. The electronegativity of ligands can be

investigated theoretically by changing the electron donating groups of the ligands.

We gradually introduce methyl groups to increase the electronegativity of the

coordinating atom phosphor from PH3 to PH2Me to PHMe2 to PMe3. Ideally, PMe3

is best candidate in order to attain the chemical nature of TOP, which is the one of

the most common ligands in synthesis of quantum dots. This demonstrates that the

basicity of the phosphines bound to cadmium is an important factor influencing the

binding energies and relative stability compared to other ligands. We found that

PMe3 is required in order to gain good accuracy of binding energies of

alkylphosphine from investigations for the cluster Cd2Se2. In the case of amines,

the simple model NH3 is sufficiently accurate to represent both geometries and

energies. To further verify the validity of these conclusions for larger clusters, we

continued testing the models for ligands on the clusters aforementioned to find out

the possible simplest ligand model representing realistic compounds with acceptable

accuracy. In this paper, PH3 and PMe3 are the models for TOP while NH3 and NMe3

are used as representatives for amines.

OPH3 is an adequate model for TOP oxide as shown in clusters Cd2Se2 and

Cd6Se6 simulations. But the simulations for cluster Cd13Se13 show that strong

hydrogen bonding interactions (P–H���O) occur between ligands and could cause

proton transfer. Due to the loss of spatial freedom of ligands and the closer distances

between the ligands on the same crystal facet of larger cluster, such as Cd13Se13, it

is unlikely to avoid hydrogen-bonding interactions between ligand molecules at

high coverage degree. With the increase of cluster size, this phenomenon will

become more pronounced because there are more ligand molecules on less

curvature surface. These intermolecular interactions among ligands could be

avoided in small clusters thanks to big surface curvature and sufficient space for
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ligands to be distributed around the cluster. We also study the more realistic models

including OPH3, OPH2Me, OPHMe2, OPMe3 to find the best comprise between the

realistic model, electronegativity, and computation cost by gradually adding methyl

groups to phosphine oxide.

Charge Effects

Quantum dots could be partially charged when they are synthesized. These charged

dots could have different properties compared to their neutral counterparts. It is not

clear how the charges distribute on the clusters. Although intensive research has

been done to investigate the relationship between the properties, and type/size of

quantum dots [1], investigations of the effects from extra charges are a rising subject

for continuing interest. In the previous study we have observed that ligands bind to

the charged Cd2Se2 cluster with much larger binding energies and geometric

changes compared to the neutral cases [104]. For the same token, we continued the

calculations for the clusters Cd6Se6 and Cd13Se13 with two positive charges (?2).

Furthermore, Cd19Se20 cluster was studied as a neutral counterpart for charged

cluster Cd19Se19 with ?2 charges neutralized by a Se ion with -2 charges. Only

singlet electronic states are discussed in this work.

Ligand Binding Energies

The binding energies listed in Tables 3 and 4 are averaged binding energies per

ligand molecule BE
� �

: One of the issues is the variation of the step-wise binding

energy from the averaged binding energy BE vs. BE2

� �
: We define

BE ¼ 1

n
ECdmSemLn

� ECdmSem
� nELð Þ; where m ¼ 6; n ¼ 6 or 9;

if m ¼ 13; n ¼ 10;

BE2 ¼ ECd6Se6L9
� ECd6Se6L6

� 3EL

where, BE
� �

is the average binding energy for each ligand; n is the number of

ligands in the complex; m is the number of cadmium and selenium atoms in the

quantum dots clusters; ECdmSemLn
is the energy of ligand-bound complex; ECdmSem

is

the energy of bare cluster; EL is the energy of single ligand. BE2 is the average

binding energy for the second ligand molecule on a surface cadmium atom in cluster

Cd6Se6; ECd6Se6L6
is the energy of complex with six singly capped ligand; ECd6Se6L9

is the energy of complex including the second ligands on three cadmium atoms.

Results and Discussions

Bare Clusters

The optimized geometries of bare cluster and ligand passivated structures of cluster

Cd6Se6 and Cd13Se13 are listed in Tables 1 and 2 respectively. The representative
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geometries are shown in Table 3 from the top and side viewpoints. Surface

re-organization and relaxation of the clusters is the main reason for the structure

distortion from the ideal wurtzite unit cell, which appears in the crystal bulk

structure. In general, cadmium atoms go inside the bulk while selenium atoms tend

to go outside during the relaxation process. The optimized structures of Cd6Se6 and

Cd13Se13 are in agreement with the recent results reports [111, 115, 118]. For the

bare neutral cluster Cd6Se6, the average Cd–Se bond length in the surface layer is

2.670 and 2.864 Å between layers. Similar observations were found in the Cd13Se13

wurtzite system. The infrastructures of the Cd–Se clusters are predominantly

controlled by the cluster surface self-reorganization, which significantly reduces the

unsaturated degree of the surface atoms. The cadmium atoms with two dangling

Table 2 Structural parameters (in Å), HOMO–LUMO gap (in eV), and ligand binding energies (in kcal/

mol/ligand) for neutral and doubly charged Cd13Se13 cluster, passivated by 10 ligands

Ligand/charge Bond lengths (Å) HOMO–LUMO

gap (eV)

Binding energy

(kcal/mol/ligand)
Cd–Se Se–Se Cd–L

Cage Wurtzite Cage Wurtzite Cage Wurtzite Cage Wurtzite Cage Wurtzite

Bare/0- 2.766a

3.023b

2.704c

2.785d

– – – – 3.18 2.99 – –

Bare/2? 2.756a

3.164b

2.660c

2.765d

2.610 2.655 – – 2.78 1.70 – –

PH3/0 2.782a

2.876b

2.722c

2.814d

– – 2.995 2.962 3.59 3.50 -7.7 -8.1

PH3/2? 2.786a

2.982b

2.722c

2.801d

2.615 – 2.906 2.887 2.79 0.38 -15.8 -11.7

PMe3/0 2.793a

2.846b

2.726c

2.819d

– – 2.882 2.874 3.71 3.59 -12.4 -12.9

PMe3/2? 2.721a

2.937b

2.732c

2.806d

2.606 – 2.816 2.789

2.892e

2.81 0.41 -23.3 -19.4

NH3/0 2.770a

2.843b

2.736c

2.823d

– – 2.414 2.412 3.52 3.47 -20.2 -20.5

NH3/2? 2.716a

2.952b

2.715c

2.821d

2.619 – 2.383 2.379 2.71 0.37 -29.1 -25.4

OPH2Me/0 2.732a

2.869b

2.737c

2.845d

– – 2.290 2.274 3.42 3.52 -25.8 -27.0

OPH2Me/2? 2.710a

2.872b

2.729c

2.838d

2.609 – 2.232 2.223 2.80 0.39 -38.2 -34.4

a Cd–Se bond length on the cage surface

b Cd–Se bond lengths between surface Cd and interior Se

c Cd–Se bond length within a layer in wurtzite structure

d Cd–Se bond length between layers in wurtzite structure

e Cd–L bond length in the center of outer layer

– no bond formed between the labeled atoms
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bonds are rearranged to form three coordination bonds and have only one dangling

bond left. Our simulations indicate that the surface relaxations behave in a

consistent way regardless of the size of quantum dots. This conclusion agrees with

previous reports [79, 105].

Cage vs. Wurtzite

It was reported experimentally that there are two types geometry for small magic-

size CdSe nanocrystals clusters, wurtzite and cage [127]. The relative stability

between these two type structures is an important question for nanocrystals growth.

For cluster Cd6Se6, these two structures are converged to the same geometry with no

atoms inside. But for Cd13Se13 cluster, the calculation results show two distinct

optimal geometries with cage structure being more stable than the wurtzite one for

both bare cluster, as well as ligands passivated complexes, shown in Table 4. For

the bare cluster, the cage form has lower energy than the wurtzite structure with

difference of 10.40 kcal/mol. As a consequence, wurtzite structure, which is the

stable phase for bulk and the core of QDs, is not the most stable morphology for

small bare clusters. As shown in the following sections, the relative stability

between wurtzite structure and cage structure can be strongly manipulated by

surface ligands and surface charges.

Effects of Ligands

The optimized geometries of CdSe clusters in the complexes capped by ligands are

qualitatively same as the relaxed bare clusters, although the Cd–Se bond lengths are

slightly lengthened due to the existence of capping ligands donating electronic

density to the Cd–Se bond. The cluster self-reorganization is the dominant factor for

the surface relaxation. The Cd–Se distances change to 2.734, 2.733, and 2.753 Å for

PMe3, NH3, and OPH3 passivated clusters respectively. In general, surface ligands

have noticeable effects on the geometry structure, such as the Cd–Se bond lengths

on the cluster surface are stretched about 0.1 Å in average. The degree of stretching

depends on the type of ligand, degree of passivation, structure of cluster, size of

cluster and charges on the complexes.

Capping ligands further remove the dangling bonds on the relaxed surface by

donating electrons to the cluster. The Mulliken charge analysis, Fig. 1, shows that

the ligands significantly increase the charges on the CdSe clusters (more negative

charges) compared to the bare clusters. Not surprisingly, the coordination bond

length between Cd atoms and ligands, Cd–L, is highly ligand dependent and in the

Table 4 Energy difference, DE = Ewurtzite - Ecage, between wurtzite and cage structures of bare

Cd13Se13 and passivated Cd13Se13L10 in kcal/mol, calculated at B3LYP/LANL2DZ model chemistry

(CdSe)13 PH3 PMe3 NH3 OPH2Me

Charge 0 10.4 6.0 5.8 7.3 -1.4

Charge ?2 50.1 40.9 38.7 37.3 37.9
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order of Cd–O \ Cd–N \ Cd–P. The Cd–L of the neutral Cd6Se6 cluster is 2.851 Å

for PMe3, 2.404 Å for NH3, and 2.273 Å for OPH3. Those values change to 2.882 Å

for PMe3, 2.414 Å for NMe3 and 2.290 Å for OPH2Me passivating the neutral

Cd13Se13 cluster respectively. Given the Van der Walls radii of phosphorus,

nitrogen, and oxygen, (1.80, 1.55 and 1.52 Å respectively), the coordination bond

length decreases accordingly in the same order.

Doubly Passivated Sites

Ideal wurtzite structures exhibit a Cd-rich facet and a Se-rich facet. On the Cd-rich

facet, some cadmium atoms are only doubly bounded to their vicinal selenium

atoms and need two ligand molecules to be fully passivated. For example, the ideal

Cd6Se6 wurtzite cluster has three cadmium atoms triply coordinated with their

vicinal selenium atoms on the Se-rich facet and three cadmium atoms doubly

coordinated on the Cd-rich facet. The triply coordinated cadmium atoms can be

capped by single ligand and the doubly coordinated ones initially capped by two

ligands. Accordingly, there are 9 ligands required to remove all dangling bonds in

the fully passivated Cd6Se6. After geometry relaxation, the core of Cd6Se6

reorganized to a cluster with a flatter surface. The cluster structures reorganized in a

way that each cadmium atom forms three covalent bonds with neighboring selenium

Fig. 1 The total Mulliken
charges on the cluster core in
bare and passivated CdmSem

clusters. The label CdmSem

represents Cd2Se2, Cd6Se6, and
Cd13Se13 accordingly. The
ligands passivating each studied
CdSe cluster are shown along
the horizontal axis. The ‘w’ and
‘c’ in the insert indicate
‘wurtzite’ and ‘cage’ structure,
respectively. The black lines are
for the neutral clusters and the
gray/red lines are for the
corresponding doubly cationic
clusters. There are no data points
for NMe3 and OPH3 of the
cluster Cd13Se13. For neutral and
cationic clusters Cd13Se13

shown to be ligated with
OPMe3, the charge values were
obtained on systems actually
ligated with OPH2Me (Color
figure online)
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atoms. The Cd atoms initially having two dangling bonds, become partially

saturated by surface reorganization. One of the two ligands tends to dissociate from

the cluster as evidenced by the resulting long distance to the cluster. Such as, the

distance between cadmium atoms and dissociated PH3 ligands is 3.302 Å compared

to singly bonded coordination bond length, 2.974 Å.

Though the binding for the second ligand on the same site (Cd atom) is

thermodynamically feasible for the chosen ligand models, the average binding

energy for the second ligand BE2 are much smaller than that of for the first ligand, as

shown in Table 1 in parentheses. For example, BE2 for NH3 is -8.96 kcal/mol per

ligand compared to BE
� �

-21.89 kcal/mol. The latter is the average binding

energies for the first NH3 ligand on cadmium atoms. These values change to -0.36

and -9.40 kcal/mol for PH3 ligand, respectively. Given the long and bulky tails in

real ligands, coordination of a second ligand on the same site would be more

difficult than the first one because of increased steric interactions. Furthermore,

facets will be formed when the sizes of quantum dots get larger resulting in more

surface atoms on the facets with less-curvature than on the edges. As a result, the

possibility is rare to have double passivation on one atomic site. From now on, the

double passivation for one Cd atom is not further considered in the following

calculations.

We observed that ligands do not bind to Se atom in the minimal cluster, Cd2Se2,

in our previous work [104]. The calculations for larger clusters, Cd6Se6 and

Cd13Se13, show that there is no thermodynamically favorable binding on Se atom

regardless the size of cluster and the type of ligands. Our observation is different

from the report that stated amine was observed to bind stronger with Se atoms than

Cd atoms [79]. Unless otherwise specified, we will focus on discussing single

passivation Cd atoms and no passivation on Se atoms for the chosen clusters and

ligand models.

Ligand Electronegativity

The simplest model for trimethylphosphine (TOP), PH3, produced essentially same

core geometries compared to its most complicated and realistic sibling model,

PMe3. The variations of Cd–Se bonds are within 0.06 Å. The addition of extra three

methyl groups brings the ligands closer to cadmium atoms by 0.1 Å by providing

more electron donation. The same observation is found for all the cluster sizes

studied including Cd2Se2, Cd6Se6, and Cd13Se13. PH3 is an excellent simple model

to study the geometries of quantum dots passivated by TOP. However, when the

binding energies are taken into account, the substitution of methyl group for

hydrogen atoms in PH3 is important. The average binding energy for PMe3 is

-14.45 kcal/mol increased from -9.40 kcal/mol for PH3 for the cluster Cd6Se6.

The average binding energies for ligands PH2Me and PHMe2 stay in between,

-11.36 kcal/mol and -13.32 kcal/mol, respectively. The addition of methyl group

increases the electronegativity of coordination atom phosphor resulting in the

incremental of binding energy. Charge analysis shows that PMe3 is a stronger

electron donor than PH3, Fig. 1. This observation is found for the larger cluster
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Cd13Se13 as well. Overall, binding energy increases by 50–60% when going from

PH3 to PMe3. For cluster Cd13Se13, the binding energies are -12.46, -15.14,

-17.30 and -19.18 kcal/mol for PH3, PH2Me, PHMe2, and PMe3, correspondingly.

Thus, the fully methyl substituted Phosphine, i.e. PMe3 is needed as ligand model in

order to evaluate the binding energy for surface ligand TOP.

In contrast to phosphine, substitution of methyl groups of hydrogen atoms on

amine has less impact on both geometries and binding energies, which is less than

2% compared to those for NH3. Trimethylamine has the binding energy almost

identical to that of NH3. As a result, amines could be adequately modeled by NH3 in

the accuracy of geometry parameters and binding energies. The binding energies are

at the order of -20 kcal/mol and is in great agreement with experimental

measurement of -25 kJ/mol for short-chain amine on CdSe [65].

The trimethylphosphine oxide (TOPO) is the most widely used ligand in

syntheses of CdSe quantum dots. The effects of substitution of methyl group on the

models of TOPO, from OPH3 to OPMe3, are negligible on the geometries of the

CdSe clusters. Our observation is consistent with the work reported by Galli’s group

[79]. In terms of binding energies, the effects are only slightly larger than amine,

which decrease when the cluster size increases. For example, the binding energies

for Cd6Se6 change from -26.47 to -28.30 kcal/mol (6.9% increase) from OPH3 to

OPMe3. These observations suggest that it is sufficient to use OPH3 as

computational model for TOPO for small CdSe clusters. Nevertheless, we notice

for larger Cd13Se13 cluster, because of closer distance between ligands on the same

facet, very strong hydrogen bonding interactions are formed between ligands, which

can cause proton transfer phenomena between ligands and result in unphysical

structures being different from synthetically attainable morphologies. Although the

fully methylated OPMe3 structure provides accurate simulation of TOPO capping

agent, it gets too expensive for large clusters with large number of capping ligands.

Our calculations show that one addition of methyl group to the phosphine oxide

could effectively prevent the proton transfer between ligands and give good results

for both geometries and binding energies. Therefore, OPH2Me is a more appropriate

model candidate than OPH3 to simulate TOPO capping on quantum dots.

Size Dependency

The optimized wurtzite structures of Cd6Se6 and Cd13Se13 capped by PH3 are alike,

the Cd–Se bond length within layer is 2.732 Å for (Cd6Se6)(PH3)6 and 2.722 Å for

(Cd13Se13)(PH3)10, which is a sign of that the relaxed surface structure might be

similar for clusters with different sizes. The binding pattern for each ligand is kept

intact when the cluster size increased. For example, the coordinating bond lengths

between Cd–P are 2.811, 2.851 and 2.882 Å for cluster Cd2Se2, Cd6Se6, and

Cd13Se13 passivated by PMe3, correspondingly. Similar trend was observed for

ligand NH3, the Cd–N bond lengths are 2.401, 2.404 and 2.414 Å, respectively. The

geometry changes subtly as the cluster size increases, as a result, the ligand binding

information collected from these small clusters could be extrapolated to large

clusters. It is noteworthy that larger structures foster steric interactions among

ligands because the average binding energy for each ligand reduces from -12.46 to
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-9.40 to -7.71 kcal/mol with increasing the size of the cluster, which is consistent

with recent work by Nguyen et al. [118].

Cage vs. Wurtzite

The optimized geometries of Cd13Se13 in cage form and wurtzite structure for

ligands passivated complexes are shown in Table 4. Wurtzite structure of bare

cluster Cd13Se13 is less stable than the cage form by giving energy rise of

10.40 kcal/mol. The ligands stabilize the wurtzite structure slightly more than the

cage structure for neutral Cd13Se13 cluster by about 0.5–1.0 kcal/mol in terms of the

average binding energy per ligand, as listed in Table 2. Therefore, the accumulative

energy difference between cage and wurtzite structure for passivated complexes

decreases to 6.02, 5.83 and 7.27 kcal/mol, respectively, for PH3, PMe3 and NH3

ligand agents. The only ligand stands out is OPH2Me, which reverses the relative

stability order and causes the wurtzite structure to be slightly more stable than the

cage form by 1.39 kcal/mol. This is the only wurtzite complex observed to be more

stable than the cage complex.

The positive two charges on the clusters bring the cage structure to be more

stable by about 37–50 kcal/mol, as shown in Table 4, because all ligands bind to the

cage structure by about 4 kcal/mol stronger than to the wurtzite form. These data

imply that the cage structure can stably exist at the early stage of the colloidal

quantum dots synthesis.

Binding Energies

The binding energy listed in Tables 1 and 2 are averaged binding energies for each

ligand molecule. Closely correlated to coordination bond lengths, the binding

energies are anticipated to be in the order: phosphine oxide, amines, amine, and

phosphine, i.e. Cd–O [ Cd–N [ Cd–P. The average binding energy of each ligand

is roughly at the order of -25 kcal/mol for phosphine oxide, -20 kcal/mol for

amines and -10 kcal/mol for phosphines. The relative binding strength of these

ligands is consistent regardless the size of clusters and the charges on the clusters, as

shown in Tables 1 and 2. Therefor, this relative binding strength order can be

extrapolated to large quantum dots as synthesized experimentally, and can be used

to guide the ligand exchange process.

By increasing the cluster size, the average binding energy per ligand becomes

smaller for each type of ligands. For example, binding energies for one PMe3 to

Cd2Se2, Cd6Se6, and Cd13Se13 clusters are -19.18, -14.45 and -12.40 kcal/mol,

correspondingly. With the increase of ligands number on same dots, the steric

interactions between ligands increase and the interaction energies between ligands

and cluster decrease accordingly. The binding energy for each ligand type will

converge to a constant number when cluster size is large. These interactions could

be shed light on by calculating step-wise binding energy. The difference between

the step-wised binding energies and the average binding energy was tested for
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cluster Cd6Se6 using the equations described here. Because these energies are

specifically defined for one cluster, we list them in this session instead of in the

session for the general computational details. We define:

6BE ¼ 1

6
ECd6Se6L6

� ECd6Se6
� 6ELð Þ

6BE1 ¼ ECd6Se6L � ECd6Se6
� EL

6BEn ¼ ECd6Se6L6
� ECd6Se6L5

� EL

6BE1;n ¼
1

2
ðBE1 þ BEnÞ

where, 6BE is the average binding energy for all ligands in cluster Cd6Se6; ECd6Se6L6

is the energy of ligand-bound complex; ECd6Se6
is the energy of bare cluster; EL is

the energy of single ligand. 6BE1 is the binding energy for the first ligand molecule

on cluster Cd6Se6; ECd6Se6L is the energy of the complex with one ligand; ECd6Se6L5
is

the energy of complex with five ligands. 6BEn is the binding energy for the last

ligand molecule to form a fully passivated structure. 6BE1,n is the average binding

energy between the first ligand and the last ligand.

The results show that 6BE equals to 6BE1,n for every type of ligands within an

error tolerance of 0.2 kcal/mol. The binding energy gradually decreases from the

first ligand to the last one, i.e. 6BE1 [ 6BEn, because the last ligand encounters the

most steric interactions from other bound ligands. The variation between 6BE1 and

6BEn from the average binding energy 6BE
� �

is within 4.9 kcal/mol. As a

consequence, the difference between the binding energies for the first ligand

molecule and the last one can be up to 10 kcal/mol. Although the last ligand

molecule binds to the cluster with the smallest binding energy, the binding is still a

thermodynamically favorable. For example, for a ligand PMe3, 6BE1 is

-19.35 kcal/mol and 6BEn is -9.89 kcal/mol, whereas these numbers become

-25.64 and -18.61 kcal/mol for a ligand NH3. The competition between the

binding interactions from dots and the steric interactions from ligands will reach an

equilibrium point in large quantum dots.

Charge Effects

In synthesis of colloidal quantum dots, Cd2? ions are used in solution and could

possibly cause the quantum dots to carry the net positive charges. The charged dots

have different electronic properties compared to the neural ones. The complexes

carrying two positive charges have been re-optimized to investigate the charge

effects on the geometric structures and electronic properties. Previous reported work

focused on studying neutral clusters interacting with negatively charged ligands,

while we will discuss the effects from positive charges carried by the CdSe clusters.

Overall, the positively charged clusters have essentially the same geometries

compared to the neutral clusters with only marginal bond length changes for the

Cd6Se6 based structures. The charges on the cluster slightly stretch the Cd–Se bond

lengths both within and between the layers due to the charge distribution on the

surfaces, for both bare and passivated clusters. The Cd6Se6
2? cluster shows the
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tendency to form a Se–Se bond as evidenced by shrinkage of Se–Se bond by about

0.20–0.25 Å. However, due to the geometric constraints of wurtzite structure,

formation of a Se–Se bond is prohibited. The charges cause flatter layers by

reducing the dihedral angles within a layer from *26� to *6�. The positive charges

on the cluster cause the coordination bond lengths (Cd–L) shortened by

0.07–0.13 Å. Phosphine ligands have the largest change, then phosphine oxide,

and finally, amine changes the least as shown in Table 4. This is consistent with the

polarizability of the coordinating atoms. Due to deficiency of charges on Cd atoms,

the ligands are brought closer to the cluster to sharing more electron density to the

cluster and enhance the interactions with ligands. As shown in Fig. 1, the charge

analysis shows that ligands on charged dots donate more electrons to the CdSe

cluster. For example, the charges on the neutral cluster change from 0 to -1.01 after

passivated by PMe3; whereas the charges on the positively charged cluster changes

from ?2.0 to ?0.13 after passivated by the same ligand. As a consequence, the

binding energies increase by approximately 150% for phosphine and 80% for

amines and trisphosphine oxide.

In the case of wurtzite structure of bare Cd13Se13 clusters, the deficiency of

charge on the cluster causes the surface reorganization forming a Se–Se bond,

shown in Table 3. The coordination distances between ligands and Cd atoms

(Cd–L) in passivated complexes to shorten from 0.03 to 0.09 Å. This change of the

Cd–L bond length is smaller than that of the Cd6Se6 cluster, because of the charges

distribution over the larger cluster. As a result, the increase of binding energies is

smaller compared to the Cd6Se6 cluster. For the cage structure of Cd13Se13 clusters,

the charged species result higher binding energies by approximately 100% for

phosphine and 50% for amine and trisphosphine oxide. These values reduce to half

for the wurtzite structures, i.e. 50% for phosphine and 25% for amine and

trisphosphine oxide.

Se–Se Bond Formation

Charges on the Cd13Se13 clusters cause more geometric change to the cage structure

than to the wurtzite structure. In the cage form, the positive charges (?2) on the

surfaces cause the formation of Se–Se bond between the central selenium atom and

a surface selenium atom at a bond length of 2.6 Å. Subsequently, the central Se

atom breaks the bonding with the three surface Cd atoms in neutral form resulting

the shortest distance to Cd atoms as 3.2 Å, shown in Table 3. This Se–Se covalent

bond formation stabilizes the systems and results in much higher chemical energy

difference from the wurtzite structure for both bare and passivated clusters. For the

wurtzite form, only the bare cluster has a Se–Se bond formed between layers which

cause a fairly large distortion from the original six-ring geometry. The charged

wurtzite structure of Cd13Se13 only shows the tendency to form Se–Se bond with a

reduced Se–Se distance but no actual Se–Se bond is formed. This owes to the

effective charge re-distributions on the ligands, compared to the bare wurtzite

cluster whose charges are distributed on the cluster only.
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Bridged Bonding Pattern

In fact, due to the bulky volume of ligands, even completely singly passivated

pattern may not be achieved due to steric interactions among ligands. There is a

possibility that one ligand coordinates to more than one surface atoms to partially

saturate dangling bonds. We test this feasibility in this work. One selenium atom in

the Cd6Se6 cluster was removed and substituted by a ligand resulting in a ligand

binding to two Cd atoms initially. The complexes (Cd6Se5L) carry either zero or

positive charges (?2), where L is PH3, PMe3, NH3 and OPH3. A metal Cd–Cd bond

(2.91–2.92 Å) forms in the neutral complexes, and the ligand moves away from the

center of the two initially bound Cd atoms and become singly coordinated to one Cd

atom. When these complexes carry two positive charges, the two Cd atoms repel

each other apart 5–6 Å away and resulting the ligand singly bound to one Cd atoms.

These results indicate that ligands PH3, PMe3, and NH3 cannot form a bridging

coordination bond between two surface cadmium atoms both in neutral and

positively charged clusters. In contrast, the ligand OPH3 stands out. In the neutral

complex, OPH3 is chemically dissociated to PH3 and an oxygen atom. The

generated PH3 acts as a capping ligand to a cadmium atom. The oxygen atom takes

the position of the removed Se atom and is shared between two surface Cd atoms by

forming covalent Cd–O bonds with distances 2.125 Å. In the positively charged

complex, the OPH3 is kept in its original chemical form and shared by two Cd

atoms. The Cd–O distances are 2.409 Å. From these observations, in theory we

anticipate that trisphosphine oxide can form bridging coordination bonds on

surfaces of a charged CdSe cluster. Delicate experimental measurements would be

critical to verify this conclusion in the future.

From the orbital analysis shown in Table 5, the majority of HOMO densities of

bare neutral Cd13Se13 including both cage and wurtzite structures are localized on

surface Se atoms, while the LUMOs locate on the surface Cd atoms. Since

interactions between ligands and quantum dots can be considered at donor–

acceptor interactions, Cd atoms are able to accept electrons from the lone pairs of

ligands to their LUMOs. The charge induced density re-organization changes the

localization of frontier orbitals, such as the LUMO of Cd13Se13
2? located at the

Se–Se bond, which is delocalized on surface Cd atoms in the neutral systems. It is

worthy to point out that the HOMO and LUMO of the charged and capped

wurtzite structures (Cd13Se13(OPH2Me)10
2?), are essentially same as in the bare

neutral cluster (Cd13Se13
0) but with a smaller amplitude. This is because the

charges on the core structure are effectively re-distributed on the capping ligands

and leaving the electronic states of the core roughly identical to the bare neutral

cluster. Furthermore, we tested this idea on a larger cluster Cd19Se20, as a neutral

complex formed by a Cd19Se19
2? and a Se2- ion, shows the similar behavior of

surface reorganization by forming Se–Se covalent bond on the Se-rich facet.

These charge effects are very important for the optical properties of quantum dots.

The capping ligands cannot completely compensate the optical properties

destroyed by extra charges, due to the surface reorganization and the formation

of Se–Se bond.
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Optical Properties

Time-dependent Density Functional (TD-DFT) calculations were carried out for

selected Cd13Se13 clusters. The lowest five singlet excitation energies for both cage

and wurtzite structure of cluster Cd13Se13, including the capped complexes and

charged species, are listed in Table 6. The lowest two excitations are degenerate for

most structures. Comparing those data with HOMO–LUMO gaps in Table 2, the

HOMO–LUMO gaps for neutral systems are consistently larger than first excitation

energies for the same systems by about 0.5 eV. This suggests that the single-particle

orbital energies can serve a reasonable zero-order approximation to the main optical

transitions. Indeed Columbic correlation effects in quantum dots have been

considered in a perturbation approach in majority of previous modeling. Capping

ligands further amplify the energy gap for semiconductor quantum dots. When the

cage structure of cluster Cd13Se13 is passivated by ligands NH3, the lowest

excitation energy, singlet, becomes 2.988 eV from 2.665 eV. For the wurtzite

structure, the lowest excitation is also singlet and the energy shifts up to 2.979 eV

from 2.503 eV after passivated by NH3. These values are approximately equal to the

respective shifts of HOMO–LUMO gaps. These observations indicate that Kohn–

Sham transitions can be used to identify trends in the optical gap behavior for large

quantum dots when TDDFT calculations are not computationally affordable.

As shown in the structural effects and energetics of ligand binding, charges also

have profound effects on the optical properties on quantum dots. When two

electrons are removed, the highest occupied molecular orbital in neutral species

becomes a virtual orbital in charged clusters. Because its orbital energy is very close

to its next lower molecular orbital (HOMO-1), this new virtual orbital becomes a

mid-gap state if no self-reorganization occurs. For example, in the Cd6Se6 cluster,

the charged species have essentially the same structures as their neutral counter-

parts, the HOMO–LUMO gaps are around 0.6 eV. This is also observed in the

ligand capped wurtzite structures of Cd13Se13, which give the gaps around 0.4 eV. It

is not surprising that surface relaxation changes the story. The charged cage

structures of Cd13Se13, regardless the existence of ligands, give energy gaps around

2.8 eV. The mid-gap state is effectively removed by forming a Se–Se covalent

bond. This conclusion can also be verified by exploring the energy gap, 1.70 eV,

given by relaxed bare wurtzite structure of Cd13Se13
2? with a Se–Se bond at

2.655 Å. This gap is much larger than the corresponding ligand capped wurtzite

complexes (lower than 0.4 eV) because the ligands effectively redistribute the

charges and prevent the formation of Se–Se bond. TD-DFT results shown in Table 6

also confirm the conclusions derived from the energy gap analysis. It is noteworthy

that the excitation energies for the charged cage species are smaller than their

neutral counterparts after including the geometric relaxation. These excitation

energies can be affected slightly by the type of ligands, such as, the first excitation

energies for (CdSe)13(NH3)10
2? and (CdSe)13(PH3)10

2? in their cage structure are

2.06 and 2.15 eV, respectively.

Surface self-reorganization is the predominate factor to remove the mid-states

and opening up the band gap for quantum dots. Calculated HOMO–LUMO gaps of

studied clusters are listed in Tables 1 and 2. The HOMO–LUMO gap for relaxed
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Table 6 Excitation energies E (eV) and oscillator strength, Osc. (unitless) of the lowest five singlet

excited states for clusters of Cd13Se13 and Cd13Se13
2? in cage and wurtzite structure

1st state 2nd state 3rd state 4th state 5th state

Cage

(CdSe)13

E (eV) 2.67 2.67 2.76 2.86 3.09

Osc. 0.050 0.050 0.058 0.008 0.021

(CdSe)13(NH3)10

E (eV) 2.99 3.06 3.06 3.33 3.39

Osc. 0.082 0.109 0.109 0.015 0.081

(CdSe)13(PH3)10

E (eV) 3.10 3.10 3.11 3.44 3.44

Osc. 0.100 0.101 0.093 0.018 0.018

(CdSe)13
2?

E (eV) 2.12 2.26 2.41 2.43 2.55

Osc. 0.010 0.003 0.007 0.001 0.003

(CdSe)13(NH3)10
2?

E (eV) 2.06 2.16 2.25 2.33 2.44

Osc. 0.006 0.002 0.002 0.001 0.003

(CdSe)13(PH3)10
2?

E (eV) 2.15 2.21 2.39 2.41 2.54

Osc. 0.005 0.004 0.002 0.002 0.002

Wurtzite

(CdSe)13

E (eV) 2.50 2.50 2.63 2.79 2.79

Osc. 0.009 0.009 0.027 0.015 0.015

(CdSe)13(NH3)10

E (eV) 2.98 2.98 3.10 3.12 3.19

Osc. 0.013 0.014 0.079 0.012 0.027

(CdSe)13(PH3)10

E (eV) 3.01 3.01 3.10 3.17 3.17

Osc. 0.013 0.013 0.089 0.011 0.011

(CdSe)13
2?

E (eV) 1.38 1.64 1.75 1.77 1.81

Osc. 0.0006 0.0007 0.001 0.005 0.001

(CdSe)13(NH3)10
2?

E (eV) 0.19 0.26 0.33 0.34 0.38

Osc. 0.006 0.004 0.007 0.001 0.011

(CdSe)13(PH3)10
2?

E (eV) 0.11 0.18 0.32 0.34 0.36

Osc. 0.002 0.002 0.010 0.002 0.009
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bare wurtzite structure of Cd6Se6 is 3.14 eV while the single point calculation for

the ideal wurtzite structure of Cd6Se6 gives the HOMO–LUMO gap 0.67 eV.

Similarly, for NH3 capped structure, the HOMO–LUMO gap is 3.93 eV while

single point calculation predicts the HOMO–LUMO gap for the capped ideal

wurtzite structure having 0.88 eV. Another example is the HOMO–LUMO gap for

the charged Cd13Se13
2? at optimized neutral geometry being 0.34 eV, while the

relaxed charged species have gives 1.70 eV gap with a new Se–Se bond.

Meanwhile, the capping of ligands further stabilizes the cluster and broadens the

band gap. For example, the HOMO–LUMO gap for the optimized cage structure of

Cd13Se13 is 3.18 eV, and those for complexes capped by phosphine, amine and

phosphine oxide are slightly higher with gaps as 3.59, 3.52 and 3.42 eV

respectively. This observation is common for all the structures discussed in this

work. The difference between HOMO–LUMO gaps of capped complexes and bare

cluster for Cd6Se6 is larger than that for Cd13Se13, as shown in Table 1 and 2. With

the increase of cluster size, the ratio of the surface atoms in the clusters reduces; as a

result the ligand impact decreases. Overall, our calculations show that the optical

properties are predominately controlled by the core structure with inclusion of

surface reorganization. Furthermore, these optical properties can be finely tuned by

surface ligands.

Summary

The chemistry between CdSe quantum dots and common surface capping ligands

has been investigated using DFT. We discuss the electronic structures and optical

properties of CdSe QDs controlled by the size of particle, self-organization, capping

ligands, and positive charges. The chosen model ligands reproduce good structural

and energetic description of the interactions between the ligands and quantum dots.

In order to capture the proper chemical nature and energetics of the interactions

between the capping ligands and CdSe quantum dots, we found that PMe3 is needed

to adequately simulate TOP and NH3 is sufficient for amines. OPH2Me should be

used to simulate TOPO. There is no energetically favorable binding of ligands on Se

atom regardless the size of cluster and the type of ligands. Ligands phosphine and

amines cannot form a bridging coordination bond between two surface cadmium

atoms, while TOPO could form bridging bonds on a surface charged CdSe cluster.

Our calculations show that the core structures of CdSe clusters are predominantly

controlled by the cluster self-organization and insensitive to the type of surface

ligands. The relative binding interaction strength between ligands is in order: Cd–

O [ Cd–N [ Cd–P. The averaged binding energy per ligand is roughly at the order

of -25 kcal/mol for TOPO, -20 kcal/mol for amines and -10 kcal/mol for

phosphine. This relative order shows little dependence on the size of clusters or the

charges on the clusters and thus may be extrapolated to large quantum dots.

Charges on quantum dots have profound effects on the structures, binding

energies, and optical properties. For small cluster Cd6Se6, charges have small

effects on the structure reorganization but large effects on the energy gaps. The mid-

state formed by introducing charges can be effectively removed by forming a Se–Se
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bond in the cage structures of Cd13Se13 and the bare wurtzite structure. Our

calculations show that in general the optical properties are predominately controlled

by the core structure with inclusion of surface reorganization. Furthermore, these

optical properties can be finely tuned by surface ligands. In this work, TDDFT

analysis clues that HOMO–LUMO gap can be used for optical properties analysis

for large quantum dots when time-dependent excitation calculations are not feasible.

These studies will provide the motivation for future exploration of the capping

effects in this fascinating class of quantum dots. The work described above

represents the steps toward establishing a knowledge pool of quantum dots by

characterizing their chemical and electronic properties at the interface between QDs

and surface ligands, and eventually to enable scientists to catalog a desired set of

properties of quantum dots for an application, and to design and synthesize the QDs

to meet these specific requirements in a controlled way, to create QDs with

controlled dimensionality and tunable electronic properties.
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