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ABSTRACT: Optically active molecular materials, such as organic conjugated polymers
and biological systems, are characterized by strong coupling between electronic and
vibrational degrees of freedom. Typically, simulations must go beyond the Born−
Oppenheimer approximation to account for non-adiabatic coupling between excited states.
Indeed, non-adiabatic dynamics is commonly associated with exciton dynamics and
photophysics involving charge and energy transfer, as well as exciton dissociation and charge
recombination. Understanding the photoinduced dynamics in such materials is vital to
providing an accurate description of exciton formation, evolution, and decay. This
interdisciplinary field has matured significantly over the past decades. Formulation of new
theoretical frameworks, development of more efficient and accurate computational algorithms, and evolution of high-performance
computer hardware has extended these simulations to very large molecular systems with hundreds of atoms, including numerous
studies of organic semiconductors and biomolecules. In this Review, we will describe recent theoretical advances including treatment
of electronic decoherence in surface-hopping methods, the role of solvent effects, trivial unavoided crossings, analysis of data based
on transition densities, and efficient computational implementations of these numerical methods. We also emphasize newly
developed semiclassical approaches, based on the Gaussian approximation, which retain phase and width information to account for
significant decoherence and interference effects while maintaining the high efficiency of surface-hopping approaches. The above
developments have been employed to successfully describe photophysics in a variety of molecular materials.
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1. INTRODUCTION

Ab initio molecular dynamics (MD) simulation methods
provide a universal tool to model materials at the atomistic
scale directly from the first principles of quantum mechanics. As
a rule, MD techniques that include electronic excited-state
effects in a non-equilibrium regime should invoke solutions of
Schrödinger’s equation on-the-fly for the electronic levels and
the molecular forces (interatomic potentials). The problem
central to this work is schematically outlined in Figure 1. Here, a
manifold of electronically excited states in a prototypical
molecular system is a function of multidimensional coordinates,
R, spanning the space of vibrational (nuclear) degrees of
freedom. Excited states are usually (but not necessarily)
separated by a gap from the ground state. The potential energy
surfaces (PESs) of these states are topologically complex and
frequently cross each other, and perhaps even the ground state,
as a function of R. Since the excited-state PESs are generally not
known, their modeling requires elaborate quantum chemical
techniques. The underlying model electronic structure can span
the range from high accuracy wavefunction approaches,1−5 to
density functional theory (DFT)6−10 and to effective reduced
Hamiltonian methods.11−13

Excited-state processes such as photophysics and photo-
chemistry in molecular and solid-state materials of practical
interest necessarily involve multiple, and frequently dense,
electronic states. For example, an initial non-equilibrium state
(or an electronically excited wavepacket, Figure 1) can be
created by optical excitation, by charge injection, or by shock
means. This electron-vibrational (or vibronic) excitation evolves
across the excited-state manifold, gradually losing its electronic
energy into molecular vibrations (or heat), a process called
internal conversion or non-radiative relaxation. In such a case,
the excited-state molecular dynamics (ESMD) is non-adiabatic
and occurs beyond the Born−Oppenheimer (BO) regime.
Within the BO framework, electrons and nuclei evolve on
significantly different time scales, allowing the system
Hamiltonian to be split into “fast” (electrons) and “slow”
(nuclei) degrees of freedom. Indeed, in the BOpicture, all many-
body electronic states are orthogonal to each other and there is
no physically allowed way for the system to decay to a lower state
unless electrons couple to nuclear motions, thus allowing for
energy dissipation and a change of excited-state identity. In fact,
such non-radiative relaxation is a very common process in
materials that provide channeling of electronic energy into heat,
which leads, for example, to Kasha’s rule which states that
molecules typically fluoresce from the lowest singlet excited
electronic state. The non-adiabatic process occurs in the regions
where excited states get close to each other or cross (Figure
1).14−18 The outcome of the dynamics can be a return to the
equilibrium ground state (or quenching), i.e., a complete loss of
the initial electronic energy into heat. Alternative scenarios with
specific products emphasizing useful electronic functionalities of
the material are illustrated in Figure 1. For example, light
emission applications19−26 require formation of a low-lying
fluorescent state, frequently described by a bound electron−hole
pair (or exciton). Light harvesting usually includes spatial
electronic energy (exciton) transfer followed by charge
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separation.27−35 Alternatively, dynamics can trigger chemical
processes involving molecular decomposition and bond break-
ing/formation, as commonly occurs in explosives and various
photochemical processes.36−41 Finally, non-radiative crossing
back to the ground state can lead to electron-transfer reactions,42

as exploited in a primary process of vision (photoisomeriza-
tion)43−47 and the photosynthetic reaction center.48,49

Modeling the underlying non-adiabatic molecular dynamics
(NAMD) complements experimental spectroscopic investiga-
tions by supplying detailed atomistic insights into the
concomitant evolution of electronic wavefunctions and vibra-
tional degrees of freedom. Besides providing fundamental
insights, dominating factors and structure−property relation-
ships, as identified by simulations, can be further used to
optimize the product outcome and to design better materials.
One modern example is the use of coherence arising from
concerted vibronic dynamics (Figure 1) to enhance function-
alities,50 such as more efficient energy transfer (ET)51−53 or
desired photochemical reactions in laser-control experi-
ments.54−58

The NAMD modeling is nontrivial and is based on two basic
components: electronic structure methodology able to
adequately describe the energetics and topology of excited-
state PESs, and MD algorithms accounting for non-adiabatic
phenomena and trajectory propagation. The other complica-
tions include modeling the excessively broad conformational
space that large or flexible molecules can occupy at ambient
conditions and assessing the effects of dielectric environment
such as a solvent or a solid-state matrix. Existing theoretical
methods are necessarily approximate and involve significant
numerical expense when applied to realistic molecular systems
(with sizes of tens to hundreds of atoms) to simulate dynamical
time scales of interest (tens of femtoseconds to picoseconds).

Subsequently, the method of choice is always a compromise
between accuracy and computational expense, where the
“individual contributions” to the “total error bar” are not well
defined and/or are unknown. For instance, when describing
non-radiative relaxation time scales, it is frequently unclear
whether electronic structure methodology results in inaccurate
gaps between electronic states or whether the NAMD driver
evaluates incorrect transfer rates due to a common problem of
missing coherence phenomena. Subsequently, the NAMD
simulations are typically qualitative and verification of computa-
tional results based on spectroscopic data is highly desirable
when possible.
Accounting for specific physical phenomena controlling the

NAMD is critical. For example, for molecular materials, the
electronic structure technique should assess electronic correla-
tions (e.g., leading to excitonic phenomena).59 Moreover, due to
large vibronic couplings, excited-state PESs vary significantly,60

so that simulations of gradients native to individual states are
imperative. In the area of NAMD algorithms, numerous
methods have been developed for the treatment of quantum
effects arising from slow nuclear motions. These methods range
from fully quantum treatment of nuclei61,62 to semiclassical63−67

to mixed quantum-classical (MQC)68 approaches. The latter
two classes are particularly suitable for simulating large
molecular systems. Within the MQC family, the Ehrenfest69−73

and surface-hopping methods74 are the most widely used.75

They do, however, have critical limitations arising from the
fundamental inconsistencies between quantum and classical
mechanics.76 Consequently, the use of improved numerically
efficient algorithms for treating electronic coherences76−103 and
the trivial crossing problem,104−117 becomes desirable. Finally,
the particular computational implementation matters: the
choice of convergence criteria, time steps for electronic

Figure 1. Schematic representation of complex excited-state potential energy surfaces as a function of multi-dimensional reactive coordinate R.
Excited-state non-adiabatic molecular dynamics (NAMD) samples this manifold following photoexcitation, electrical excitation, or shock excitation.
The NAMD techniques typically calculate energy E as a function of time t (i.e., trajectory E(R(t))) along structural coordinates R of the system. The
dense manifold of electronic states gives rise to complex non-adiabatic dynamics in the vicinity of avoided crossings and conical intersections when
states are dense and cross, with coherences and interferences appearing. Products of NAMD such as dissociation, light emission, and charge separation
are key processes in many applications.
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dynamics, and the number of statistically independent
trajectories all affect the final outcome and should be taken
into consideration.
The present Review is specifically focused on the NAMD

methodologies and applications to large, finite molecular
systems aiming to model light-induced dynamics and con-
current non-radiative relaxation and ET processes. We limit
ourselves by reviewing the latest developments in the area of
semiclassical and MQC theoretical methodologies for NAMD
and the practical computational implementations of these
approaches within the scope of time-dependent self-consistent
field (TD-SCF) methods such as time-dependent Hartree−
Fock (TD-HF)118,119 and time-dependent density functional
theory (TD-DFT)6 techniques. Further, we provide an overview
of multiple examples showing how simulations using these
computational frameworks help us to understand fundamental
excited-state processes and their connections to experimental
observables in a broad range of organic chromophores including
conjugated polymers and dendrimers, molecular aggregates, and
chlorophylls (Chls). Previous reviews on closely related subjects
are refs 3,10,76,78,120−123. Topics excluded from this Review
are high-accuracy, computationally expensive NAMD ap-
proaches such as multiconfigurational time-dependent Hartree
(MC-TDH), ab initio full multiple spawning (AIMS), density
matrix, quantum Liouville, and quantum trajectory techniques
(see relevant reviews in refs 120,124−131); high-fidelity
electronic structure methodologies beyond TD-SCF such as
coupled-clusters and GW techniques (see relevant reviews in
refs 132−135); and simpler schemes such as mono-electronic
(or single-partial orbital) approximation for electronic tran-
sitions and Classical Path approximations (see relevant reviews
in refs 74 and 136). We will not overview a variety of modern
NAMD codes developed over the years, and refer the reader to a
recent review by Crespo-Otero and Barbatti et al.121 Because of
their relationship with Semiclassical Ehrenfest, and lack of any
recent review, here we also address ab initio multiple cloning
(AIMC), multiconfigurational Ehrenfest (MCE), and other
semiclassical Gaussian wavepacket methods. We illustrate
computational aspects of NAMD in the context of Ehrenfest
and surface-hopping approaches as well as a variety of
applications to many molecular systems using mostly the non-
adiabatic excited-state molecular dynamics (NEXMD) package
developed in our group.137

The structure of our Review is the following: Section 2
outlines methodological aspects of NAMD algorithms including
Ehrenfest, MCE with cloning, and surface-hopping approaches,
paying particular attention to their advantages and deficiencies.
We then delineate a standard model test suite for benchmarking
the algorithms against exact solutions. This is followed by a
description of several techniques allowing the electronic
decoherence phenomenon to be addressed, a major challenge
for many NAMD schemes. We close by overviewing the latest
developments of NAMD algorithms in the area of wavepacket
dynamics, which promises higher accuracy, albeit with a
moderate increase of numerical cost. Section 3 is devoted to
practical implementation aspects of NAMD algorithms.We start
by describing the main features of electronic structure
methodology underlying the TD-SCF methods and incorpo-
ration of essential dielectric medium effects including state-
specific (SS) solvation. We further discuss various convergence
criteria, number of electronic states and statistically independent
trajectories, proper time steps, trivial crossing artifacts, and
various truncation schemes. A new family of extended

Lagrangian schemes, allowing significant acceleration of the
dynamics, is also described. Finally, we discuss some typical
methodologies for analysis of excited-state dynamics processes
in terms of the spatial extent of the electronic wavefunction via
transition density matrices (TDMs), which are practical for large
systems generating a voluminous amount of dynamical data.
Section 4 exemplifies modeling of internal conversion across a
range of molecular chromophores. We also consider effects of
non-adiabatic couplings (NACs) on the excited-state vibrational
normal modes and present a few examples of photochemistry
involving molecular decomposition. Section 5 illustrates
simulations of extended coupled molecular systems where
non-radiative relaxation is typically concomitant to a spatial ET
process. Connections between modeling results and spectro-
scopic data are conveyed through several examples. Finally, in
section 6, we summarize the scope of the Review and outline
future perspectives of the field.

2. THEORETICAL DEVELOPMENTS AND
NON-ADIABATIC EXCITED-STATE MOLECULAR
DYNAMICS ALGORITHMS

2.1. Full Quantum Mechanics: The Time-Dependent
Schrödinger Equation

In order to exactly calculate time-dependent non-adiabatic MD
of an isolated system, onemust solve, numerically or analytically,
the time-dependent Schrödinger equation (TDSE):

ℏ ∂Ψ
∂

= ̂ ΨR r
R r R ri

t
t

H t
( , , )

( , ) ( , , )
(2.1)

∇ ∇
∇̂ = − ℏ · ̂ · − ℏ + ̂

= ̂ + ̂

−R r m R r

R R r

H
m

U

T H

( , )
1
2

1
2

( , )

( ) ( , )

R R R
r
2

2 1 2

e

el (2.2)

where r and R are the positions of all electrons and nuclei with
their respective masses me and m̂R, and the potential Û(R,r)
includes the electron−electron, electron−nuclei, and nuclei−
nuclei interaction terms. All terms in the molecular Hamiltonian
Ĥ(r,R), except the nuclear kinetic energy operator, T̂(R), are
collected into the electronic Hamiltonian, Ĥel(r,R). One can
exactly represent the total wavefunction Ψ(r,R,t) in terms of
coupled electronic and nuclear wavefunctions through the
Born−Huang/Born−Oppenheimer expansion:138,139

∑ ∑ϕ χ ψ χΨ = ′ =r R r R r R Rt t t( , , ) ( ) ( , ) ( , ) ( , )
a

a a
a

a a

(2.3)

where ψa(r,R) and ϕa(r) are the ath electronic wavefunctions in
the adiabatic and diabatic representations, respectively.
In the diabatic representation, the first expansion in eq 2.3 is

inserted into eq 2.1. Usually the diabatic wavefunctions are
defined to be orthogonal, ⟨ϕa(r)|ϕb(r)⟩r = δab. By definition the
diabatic electronic wavefunction does not depend parametrically
on R: ∇R|ϕ(r)⟩ ≡ 0. Thus, the diabatic matrix elements of the
Hamiltonian operator, eq 2.2, include only diagonal kinetic
energy matrix elements, ⟨ϕa(r)|∇R

2 |ϕb(r)⟩ ≡ 0, and both
diagonal and non-diagonal potential matrix elements, Hab(R)
≡ ⟨ϕa(r)|Ĥel(r,R)|ϕb(r)⟩ ≠ 0. Diagonal elements of the
potential, Haa(R) = ⟨ϕa(r)|Ĥel(r,R)|ϕa(r)⟩, are 3N-dimensional
diabatic PESs, where N is the number of atoms. In the adiabatic
representation, ψa(r,R) and Ea(R) are the ath eigenvector and
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eigenvalue, respectively, of Ĥel(r,R), the static Schrödinger

equations typically solved by electronic structure methods:

ψ ψ̂ =r R r R R r RH E( , ) ( , ) ( ) ( , )a a ael (2.4)

The functions Ea(R) are the 3N-dimensional adiabatic PESs.

Diabatic and adiabatic PESs corresponding to a one-dimen-

sional (1-D) seam and conical intersection, respectively, are

shown in Figure 2A. A representation in which neither Ĥel(r,R)

nor ∇R
2 matrix elements are diagonal is called a mixed

representation.
The choice of an adiabatic representation is convenient for

multiple reasons. First, as eigenfunctions, the adiabatic

e lectronic wavefunct ions are a lways orthogonal ,

⟨ψa(r,R)|ψb(r,R)⟩r = δab. Another, modern quantum chemistry

methods for solving eq 2.4, from post Hartree−Fock to DFT

techniques, are well developed for directly resolving the

adiabatic electronic wavefunctions. Finally, there is no rigorous

diabatic representation for polyatomic molecules, only approx-

imately diabatic representations exist.140 In this adiabatic basis,

the TDSE for the nuclear wavefunction can be written as

∑

∑
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a
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ab ab a

b
ab ab b

2 1

2 1
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(2.5)

The rotation of the nuclear kinetic energy operator into the
adiabatic basis leads to a new term: the non-adiabatic coupling
vector (frequently abbreviated as NACV or NACR), also called
the derivative coupling vector, which depends on R, is given by
dab(R) = ⟨ψa(r,R)|∇R|ψb(r,R)⟩r. The NACR can be determined
from the Hellman−Feynman theorem:

ψ ψ∇
=

⟨ | ̂ | ⟩
−

=d R
r R r R r R

R R
d R

H

E E
( )

( , ) ( , ) ( , )

( ) ( )
, ( ) 0R r

ab
a b

b a
aa

el

(2.6)

Within the constraint of the adiabatic or diabatic
representation, the total wavefunction can, in limiting cases,
be factorized into a single product of electronic and nuclear
wavefunctions,Ψ(r,R,t) = ψ(r)χ(R,t) orΨ(r,R,t) = ϕ(r)χ′(R,t).
In the diabatic representation, this requires that Hab(R) ≪
[|Haa(R) − Hbb(R)| + T̂(R)]. In the adiabatic representation,
this assumes that the dab(R) terms in eq 2.5 can be ignored due

Figure 2. (A) Topology of a 2-D conical intersection in adiabatic (left) and diabatic (right) bases. (B) Snapshots at different times for semiclassical
wavepacket scattering from the upper (green) to lower (red) surface through a conical intersection. (C) Level crossing for the Landau−Zener (LZ)
model, with linear diabatic potential energies and constant coupling. (D) LZ probabilities of spin-forbidden singlet−triplet non-adiabatic transition in
[NiFe]-hydrogenase model system with (blue) and without (red) H2 binding. The 1-D reaction coordinate (torsion angle) PES is obtained fromDFT
(shown top right) and multi-reference methods. (E) Excited- and ground-state energies for a model donor−bridge−acceptor molecule along a non-
adiabaticMD trajectory. LZ is used to calculate transition probabilities at avoided crossings on-the-fly. (F) Comparison of LZ (black line), Delos (blue
line), and surface-hopping transition probabilities (dots) for SiH2 intersystem crossing for different initial energies. Panels A and B: Reproduced with
permission from ref 141. Copyright 2005 American Physical Society. Panel C: Reproduced with permission from ref 175. Copyright 2005 American
Chemical Society. Panel D: Reproduced with permission from ref 181. Copyright 2015 American Chemical Society. Panel E: Reproduced with
permission from ref 182. Copyright 2009 American Chemical Society. Panel F: Reproduced with permission from ref 183. Copyright 2015 American
Chemical Society.
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to the time scale separation of the electronic (fast) and nuclear
(slow) motions, or equivalently the large energy separation
between electronic PESs compared to the nuclear kinetic
energy. This is known as the Born−Oppenheimer139 approx-
imation. Alternatively, the Born−Huang approximation138

retains the dab
2 (R) terms in eq 2.5 ( · ̂ ·−d R m d R( ) ( )Rab ab

1 ). These
terms are referred to as the diagonal Born−Oppenheimer
correction, which manifests as a correction to the PES. In both
cases, the nuclear wavefunction, χ(R,t), propagates adiabatically
on a single PES. The single product approximations in either the
adiabatic or diabatic representation are valid in opposite limits
with regard to time scales. The adiabatic limit (or adiabatic
passage) requires that nuclei move much slower than the
electron time scale. In terms of energy (ℏ/time) this implies that
the energy gap between states is much larger than the state-to-
state coupling, i.e., |Eb(R) − Ea(R)| ≫ [dab(R)·m̂R

−1·∇R + ∇R·
m̂R

−1·dab(R)]. This is often valid due to the large mass of nuclei
compared to electrons. The diabatic limit (or diabatic passage)
requires the opposite; the nuclei must movemuch faster than the
electron time scale, which is less common.
Beyond the BO or Born−Huang approximations, one can

picture a wavefunction that propagates on a PES, but also
branches to other PESs in regions of non-zero NACRs or
Hab(R). From eq 2.6, one sees that the NAC terms couple PESs
when their energy gaps become small. Note that when PESs are
weakly coupled, ⟨ψa(r,R)|∇RĤel(r,R)|ψb(r,R)⟩ ≈ 0, the NAC
has delta-function-like behavior at the PES degeneracy point.
This is discussed and exemplified in detail in section 3.4. Figure
2B shows the effect of crossing a conical intersection141 (Figure
2A), one such degenerate point between two or more
multidimensional PESs, on a wavepacket that is nonlocal in
space, χ2(R,t). The dimensionality of the degeneracy is always
the nuclear dimension minus two; i.e., it is at a single point for
two-dimensional adiabatic PESs, a seam for three dimensions, a
plane for four dimensions, etc. The wavepacket that remains on
the upper surface (shown in green) is split by the conical
intersection, with the portion of the wavepacket closer to the
intersection transitioning to the lower surface (shown in red).141

This demonstrates that regions with small adiabatic energy gaps
play a dominant role in non-adiabatic dynamics.
Direct numerical solution of the nuclear TDSE for a single

surface, a 3N−6-dimensional linear partial differential equation
(PDE), scales exponentially with dimension. This limits exact
solution to very small molecules, typically with less than 5
atoms.142−157 By reducing the vibrational space in large
molecules to a few key degrees of freedom, i.e., reaction
coordinates, direct numerical simulation can still be informa-
tive.158 Various techniques for direct numerical solutions of
PDEs were utilized when solving the Schrödinger equation in eq
2.5. These include implicit,159 explicit,160 and mixed methods161

such as Crank−Nicolson. Particularly, the latter nicely preserves
the wavefunction normalization exactly.162 Polynomial expan-
sions, such as the Chebychev polynomials,163 the use of discrete
variable representation (DVR) basis,164 or the application of the
Trotter expansion and the split-operator Fourier trans-
form,165−168 to name a few methods, have greatly aided the
exact numerical propagation of the TDSE. Among these
approaches, the MC-TDH technique has been broadly used
owing to its high efficiency.61,169,170 However, this is still a grid
based numerical method with exponential scaling for solving
exact quantum dynamics.171 All these approaches are also
applicable beyond the adiabatic approximation, where the

nuclear TDSE has to propagate M coupled linear PDEs, where
M is the number of included PESs. Thus, non-adiabaticity
introduces an additional scaling factor of O(M2), in addition to
the exponential scaling with dimensions. Just as with the
adiabatic case, here direct numerical solutions are useful in
understanding non-adiabatic dynamics of small molecules.

2.1.1. Early Developments: Tunneling Models. Early
attempts to understand and calculate non-adiabatic processes
analytically started in the 1930s and were focused on transition
probabilities for atomic collisions. Landau and Zener (LZ) used
analytical continuation theory to find an analytic function for the
transmission probability of a single passage through an avoided
crossing, specifically linear diabatic PESs.172,173 Landau
considered the near-adiabatic and near-diabatic (near-sudden)
limits, while Zener solved the time-dependent coupled
electronic and nuclear equations, both for constant H12.

174,175

The resulting probability PLZ is known as the LZ formula, which
gives the probability of transition between two crossing diabatic
electronic states, 1 and 2 (ϕ1/2 in Figure 2C) assumed to have a
linear potential energy H11/22 and constant coupling H12:
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(2.7)

Themost remarkable feature of the LZ formula is that it captures
the transition from fully diabatic to fully adiabatic passages with
decreased rate of passage, ẋ. In the adiabatic representation, the
Massey parameter,176 |ℏd12ẋ/(E1 − E2)|, provides a criterion to
estimate the importance of non-adiabaticity in passage through
an avoided crossing (ψ 1/2 in Figure 2C). Neither the exponent
in eq 2.7 nor theMassey parameter depends on the nuclear mass,
only the velocity. It is clear that for large adiabatic energy gaps or
large diabatic coupling, low velocity, and weak NAC, d12, the
passage will be adiabatic. Both Landau173 and Stuckelburg177

considered the problem of multiple crossings through non-
adiabatic regions. In such a case, interference patterns appear in
the transition probability, so-called Stuckelburg oscillations.177

Alternative non-adiabatic crossing models, such as the Rosen−
Zener178 or Demkov179 models, with constant diabatic energies
and localized coupling, were also solved analytically. Teller
generalized the LZ method for a 1-D avoided crossing to
multiple dimensions, in particular conical intersections.180

Since these earliest works, further generalizations,184 for
example by Nikitin185−190 and Nakamura,191−195 to name a few,
have advanced the treatment of non-adiabatic scattering to
include energies near turning points and more general
potentials. Nikitin’s review article196 and the book by
Nakamura197 provide more detailed overviews of these early
ideas and current advancements. Furthermore, an extension of
the LZ analytic approach to the case of conical intersections
(Figure 2A) was derived in ref 141.
Among practical applications, the LZ framework has been

frequently used to calculate transition probabilities assuming a
1-D reaction coordinate (Figure 2D). This approach can make
use of high quality electronic structure simulations, however, in a
reduced dynamical model.181 Additionally, the LZ probabilities
have been utilized to calculate transition rates at minima in
adiabatic energy gaps, which was implemented in on-the-flyMD
(Figure 2E).182 Zaari and Varganove have compared double
passage LZ and Delos184,198 transition probabilities (which
account for tunneling) against modern surface-hopping
probabilities (to be discussed below) for SiH2 intersystem
crossing (Figure 2F). Delos probabilities differ from LZ and
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surface-hopping near turning-points (low kinetic energy).198

Unfortunately, such analytic solutions require crude approx-
imations to the shape of the PESs. Therefore, approximate
quantum dynamics which can use the real PES, but are more
computationally affordable than numerical solutions to the
TDSE, are desirable.
2.1.2. Semiclassical Dynamics. While solutions of

quantum mechanical (QM) equations of motion (EOMs) for
the nuclear wavefunctions, eq 2.5, scale exponentially with
dimension, the classical EOMs for the time-dependent nuclear
positions, Rt, and momenta, Pt,

∇̇ = ̂ · ̇ = −−R P P Rm E( )R Rt t t t
1

(2.8)

scale linearly with the number of degrees of freedom.We use the
subscript to distinguish time-dependent nuclear positions and
momentums, i.e., a moving point in phase space, from the
general nuclear position and momentum variable, i.e., the full
phase space. These coupled ordinary differential equations are
almost trivial to solve for even thousands of degrees of freedom,
assuming rapid calculation of the energy gradients (or forces,
−∇RE(Rt)). Thus, great effort has been spent to determine
semiclassical equations for the propagation of nuclear wave-
packets on single or coupled surfaces, where nuclear motions are
essentially based on eq 2.8. Early efforts include the develop-
ment of time-dependent Wentzel−Kramers−Brillouin (WKB)
and Van Vleck−Gutwiller propagation,199 which use path
integration to define the dynamics of the nuclear wavefunction:
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Here, Gsc is the semiclassical propagator of the nuclear
wavefunction, S is the action, i.e., the time integral of the
Lagrangian, Hcl is the classical Hamiltonian, D is the
dimensionality, and vj is the Maslov index.199 Inside the action
integral, the initial and final variables are defined byR0≡R′,Rt≡
R, and P0 =

∂
∂

˜
˜

R

R

S ( , 0)j . This semiclassical path integral based

approach recovers classical mechanics (Hamilton’s equations)
in the ℏ→0 limit. However, they are difficult to implement, due
to caustics, and they are boundary value (root-search) problems
that require full exploration of the position space, i.e., all possible
paths, j, through phase space, (Pt′,Rt′), that satisfy the boundary
conditions connecting R and R′; see ref 199 for details. Miller
transformed this propagator into a purely initial-value problem
by transferring dependence on the final position to a
dependence on initial momentum, known as the semiclassical
initial value representation (SC-IVR).200−203 This allows for
sampling of only the initial conditions (P0,R0), rather than
finding the paths via root search.
Complementary to the semiclassical path integral approaches,

in 1975, Heller suggested a very simple scheme allowing the
introduction of classical trajectories into the solution of the

TDSE.204−206 If one assumes that the nuclear wavefunction has
the form of a Gaussian (or superposition of Gaussians) function,
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and expands the PES, E(R), in a Taylor series around the center
of the Gaussian(s) up to second order, then the EOM of the
Gaussian(s) can be determined analytically:
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In Gaussian wavepacket dynamics (GWD), the center, Rt and
Pt, of the wavepacket moves according to classical Newtonian
mechanics. Additionally, the EOMs for the normalizing phase,
γt, and complex widths, α̂t = α̂R + iα̂I, are introduced. The steady-
state solution of the α̂ EOM in a harmonic potential leads to
frozen Gaussians. The Taylor series expansion is exact for
globally harmonic potentials, and is also valid for slowly varying
PESs, when α̂I≫∇R(∇RE(Rt)), i.e., locally harmonic potentials.
In a harmonic potential within the steady-state limit, there is a
balance between the first term of eq 2.11, −2α̂·m̂R

−1·α̂, which
leads to a broadening of the wavepacket due to quantum
uncertainty, and the binding of the wavepacket due to the
potential walls in the second term of eq 2.11,− 1

2
∇R(∇RE(Rt)),

leading to a frozen Gaussian, i.e., ground-state wavefunction of
the harmonic oscillator. In a general potential, the Gaussian is
thawed with a time-dependent α̂t. Kong, Markmann, and
Batista207 recently showed the extension of the GWD to the
exact quantum propagation limit through time-slicing, which
consists of periodic re-expansion of the wide Gaussians into
narrower ones. Extension of the thawed GWD to non-adiabatic
situations will be discussed in section 2.5.5.
Introduction of the so-called coherent-state, or a frozen

Gaussian representation, to the semiclassical propagator leads to
the Herman−Kluk (HK) propagator:208−210
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This integral can be sampled by Monte Carlo algorithms,
resulting in a distribution of trajectories which are then
propagated classically. Here, g is a trajectory guided Gaussian
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function with a phase space center, Rt and Pt, and a complex
width, α̂. The action, S, and the Mondromedy matrix, K̂, are
propagated along with trajectories.208 Note that the HKmethod
propagates a swarm of Gaussian wavepackets in order to go
beyond harmonic potentials. Additionally, the Miller−Meyer−
Stock−Thoss64,65,200 (MMST) Hamiltonian was developed to
generalize this method to the non-adiabatic case by introducing
additional degrees of freedom for each electronic state and an
action-angle representation. This representation results in a
mean-field description of non-adiabatic dynamics.
The HK propagator has also been extended to non-adiabatic

cases without using the MMST Hamiltonian. In this case, the
HK propagator is expanded as a series with different orders of
the NAC.165,211−214 In general, these approaches involve
swarms of classical or coherent-state trajectories propagating
in time, acquiring complex coefficients, which can be difficult to
calculate. Each trajectory is a sample of a Monte Carlo
approximation to the total path integral, eq 2.12. Since the
total wavefunction is usually a highly oscillatory function, this
Monte Carlo approach suffers from the well-known sign
problem,215 leading to difficulties in convergence and numerical
instability. For both adiabatic and non-adiabatic semiclassical
methods, additional approximations, such as linearization and
the forward−backward IVR, have improved stability and
convergence costs, but they can reduce accuracy.203,216−218

In general, themethods outlined above have been shown to be
highly accurate in small molecular systems of up to tens of
atoms, or for reduced systems. However, in the study of large
molecular systems (tens to hundreds of atoms or even nanoscale
structures) the simulation of non-adiabatic dynamics is
dominated by less rigorous, but more computationally tractable
and simple, MQC methods.

2.2. Mixed Quantum-Classical Equations

MQC dynamics methods attempt to retain a multidimensional,
fully classical treatment for the nuclei, eq 2.8, while the other
degrees of freedom, such as electrons and selected vibrations, are
computed quantum mechanically. Ehrenfest and surface-
hopping approaches, described in the following sections
(sections 2.2.1 and 2.2.2, respectively), are the most popular
MQC methods that have been broadly applied to a variety of
molecular and solid systems due to their computational
affordability, robustness, and relatively simple numerical
implementation. Here, the non-adiabatic coupling vector
(NACR, dab(R) = ⟨ψa(r,R)|∇R|ψb(r,R)⟩r) and its counterpart,
the t ime-dependent sca lar (NACT, Ṙ t ·d a b(R) =

ψ ψr R r R( , ) ( , )
r

a t b
d
d

), are essential ingredients in all MQC

methods.
2.2.1. Ehrenfest Dynamics. The Ehrenfest, or mean-field

trajectory method,72,219 is the simplest extension of classical
mechanics that also includes the quantum-mechanical effect of
non-adiabaticity. The major assumption is that the nuclear and
electronic parts of the wavefunction in eq 2.3 are uncorrelated.
Thus, for either the adiabatic or diabatic representations, eq 2.3
can be rewritten as

∑χ ψΨ =r R R r Rt t c t( , , ) ( , ) ( ) ( , )
a

a a0
(2.13)

where χ0(R,t) is a normalized single phase-less Gaussian
wavepacket, i.e., eq 2.10 with γ(t) ≡ −(iℏ/4 ln[2 Tr[α̂I]/
(ℏπ)], and ca(t) is the state-dependent complex coefficient.

Inserting eq 2.13 into the TDSE, eq 2.1, and assuming a
complete basis of electronic wavefunctions, gives

∑

∑

ψ χ

χ ψ

ψ χ

χ ψ

∇ ∇

∇

∂Ψ
∂

= [− × ℏ · ̂ ·

+ ̂

− { {ℏ ̂ · }·

+ ℏ ̃ }]

−

−

r R
r R m R

R R r R

r R m R d R

R r R d R

i t
t

t

t H

t

t c t

( , , )
( , ) ( , )/2

( , ) ( ) ( , )

( , ) ( , ) ( )

( , ) ( , ) ( )/2 ( )

R R R

R R

a
a

a

b
b ba

b ba a

2 1
0

0 el

2 1
0

0
2 2

(2.14)

The next approximation is to assume that the wavepacket (see
eq 2.10) is highly localized in nuclear space. The electronic
Hamiltonian can then be assumed to be nearly constant near the
mean position of χ0(R,t), i.e., Ĥel(R) ≈ [Ĥel(Rt) + ∇RĤel(Rt)(R
− Rt)], dba(R)≈ dba(Rt), and dba

2 (R)≈ 0. Multiplying both sides
of eq 2.14 by χ0*(R,t) and ψa*(r,R), and integrating over all
nuclear space, R, and electronic space, r, leads to the EOM for
the complex coefficients:
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Subscripts Re and Im represent real and imaginary parts,
respectively. Due to the assumption of a single uncorrelated
nuclear wavepacket, the kinetic contribution in eq 2.15, Pt·m̂R

−1·

Pt/2 +
α α α α[ ̂ · ̂ + ̂ ̂ ̂ ]

ℏ

− −mTr ( )R
1

Im Re Im
1

Re , can be ignored since it is constant

across the different electronic states. This leads to the more
common form,
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The EOMs for Rt and Pt are then obtained by the Ehrenfest
theorem219,220 and the local approximation for Ĥel:
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where [X,Y] is the commutator of X and Y. In practical
implementations, the NACT scalars , Ṙ t ·dab(R) =

ψ ψr R r R( , ) ( , )
r

a t b
d
d

, are frequently used for numerical

propagation of eq 2.16 without explicit calculation of the
respective NACRs, dab(Rt).
Note that the simplicity of the EOMs, eqs 2.16 and 2.17, is a

direct result of the assumption that the nuclear wavefunction is
well represented by a single Gaussian wavepacket basis. A more
accurate representation of χ(R,t), through either a sum of
Gaussians or functions with higher-order moments, would add
significant complication since the kinetic contributions could no
longer be ignored. Note that the same approximations can be
made in the diabatic representation, leading to the identical

result, ℏ ∂ ′
∂i c t

t
( )a = ∑bHel;a,b(Rt)cb′(t), where ca′(t) and cb′(t) are

coefficients for the diabatic electronic wavefunctions. For an
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alternative derivation of the Ehrenfest method, see the
discussion by Tully in ref 221.

While the simplicity of a classical description is also the
primary goal of the approach, the Ehrenfest method is limited by

Figure 3. Examples of applications of Ehrenfest dynamics. (A) Coupled proton−electron transfer from phenol to ammonia cluster. Snapshots of the
nuclei positions and unpaired electron density are shown (left). Time-dependent adiabatic energies and Ehrenfest mean energy are shown over 300 fs
(right). (B) Ehrenfest dynamics with density functional tight binding used to simulate charge transport and localization/delocalization in
semiconducting polymers. Averaged variances of diffusion distance (left) and HOMO delocalization (right) for diketopyrrolo-pyrrole (DPP) and
various copolymers are shown. Charge distributions for pure DPP and DPP carbazole (DPP-CBZ) (bottom) are also shown. (C) Azobenzene
isomerization simulated with extended Hückel semiempirical Hamiltonian. Bridge dihedral and angles are shown. (D) Path-branching Ehrenfest
simulations of photoinduced successive isomerization (top) in butadiene with corresponding population dynamics (left) compared to that of CF3-
substituted butadiene (right). Panel A: Reproduced with permission from ref 222. Copyright 2012 American Chemical Society. Panel B: Reproduced
with permission from ref 223. Copyright 2014 American Chemical Society. Panel C: Reproduced with permission from ref 224. Copyright 2016
American Chemical Society. Panel D: Reproduced with permission from ref 225. Copyright 2017 American Chemical Society.
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the two approximations. First, the classical treatment of the
trajectory neglects both differences in zero-point energy (ZPE)
for different states and tunneling. The second limitation is that
nuclei “feel” the mean-field potential across the distribution of
electronic states, i.e., the force acting on the classical trajectory is
given by (in the adiabatic representation):
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Branching of the wavepacket is not possible (see sections 2.4
and 2.5.4 on overcoming this limitation). However, the exact
nuclear TDSE, eq 2.5, i.e., χ(R,t) may have multiple localized
regions of significant magnitude, while a classical trajectory is
completely local. Despite this, Ehrenfest dynamics is widely used
and is quite appropriate when nuclei are heavy and the range of
motion is minimal, i.e., for nanostructures such as quantum dots
and carbon nanotubes or other systems with weak correlation of
the nuclear motion and the particular electronic states.While the
Ehrenfest method is derived from unitary quantum dynamics,
not quantum statistical mechanics, the classical nuclear
dynamics are often, in practice, coupled to a finite-temperature
bath, i.e., in the canonical ensemble or with a thermostat. In the
Ehrenfest method, this will result in a continuous heating of the
quantum subsystem, i.e., the electrons. Thus, in long time

dynamics, the Ehrenfest dynamics does not recover equilibrium
electronic population distributions (detailed balance is
violated).226,227 However, the Ehrenfest algorithm correctly
conserves the total energy of the isolated system. Thus, for
simulations in the microcanonical ensemble or short times,
detailed balance is not a concern.
The Ehrenfest approach, in either the standard or multi-

configurational techniques, is widely used in non-adiabatic
simulations.228−233 Excited-state hydrogen atom transfer
between phenol and ammonia is simulated in ref 222, shown
in Figure 3A. In this work, the computational efficiency of the
single trajectory Ehrenfest approach allowed for the utilization
of high-accuracy Configuration Interaction Singles and Doubles
(CISD) electronic structure methods, albeit for a reduced
electron active space, required to simulate the proton transfer.222

The transfer was shown to be a non-adiabatic coupled proton−
electron transfer, rather than an adiabatic excited-state proton
transfer. The low cost of the Ehrenfest approach also allows for
very large systems to be studied. In ref 223, the relatively low
cost density functional tight binding (DFTB) approach with
Ehrenfest dynamics allows for the simulation of charge
migration in very large polymer molecules with about 2000
atoms. The charge localization is strongly affected by the
structure of the polymer; see Figure 3B. Linear polymers exhibit
delocalization over hundreds of atoms, while “kinked” polymers
show significant localization. Similarly, seeking low-cost options
for NAMD, Oloboni et al. have presented a combination of

Figure 4. Examples of applications of surface-hopping NAMD. (A) Relaxation, including intersystem crossing, of metal-to-ligand transfer excitation in
a ruthenium organometallic complex requiring 14 singlet (S) and 15 triplet (T) states. Adiabatic populations (top), energies (bottom), including
trajectory energy (black dots), and molecular geometry are shown. (B) TiO2 photocatalytic reduction and splitting of water: Natural Bonding Orbital
(NBO) population analysis of first excited state and ground state shows exciton dynamics. Nuclear snapshots are also shown, with green spheres
indicating the exciton positions. (C) Delocalization of electron and hole in benzene excimer.242 Snapshots of natural transition orbitals (NTOs) show
localized (left) and delocalized (right) excitation. (D) Photoinduced zusammen and entgegen (E-Z) isomerization of bisazobenzene (BAB):
population dynamics and frontier NTOs are shown. Panel A: Reproduced with permission from ref 243. Copyright 2017 American Chemical Society.
Panel B: Reproduced with permission from ref 244. Copyright 2017 The Royal Society of Chemistry. Panel C: Reproduced with permission from ref
242. Copyright 2019 The Royal Society of Chemistry. Panel D: Reproduced with permission from ref 245. Copyright 2015 American Chemical
Society.
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Ehrenfest with an extended Hückel model for the electronic
structure.224 This leads to an excited-state nuclear force which
consists of the approximate ground-state (molecular mechanics
based) force plus a simple electron−hole pair potential force,
which approximates the back-reaction of the nuclei due to the
electronic states. A variety of well-studied photodynamic
processes, including the photoisomerization of azobenzene,
shown in Figure 3C,224 have been studied within this framework.
This approach can lead to accurate dynamics on very large
systems and tens of picoseconds time scales.
Extensions of the Ehrenfest approach to account for trajectory

branching, or more generally electron−nuclear correlation, are
critical to the simulation of many chemical problems (section
2.5.4). Ehrenfest dynamics can be restricted to regions of strong
non-adiabatic coupling, while allowing branching into separate
trajectories when leaving a strong coupling region. Such a path-
branching approach has been used to simulate photoisomeriza-
tion dynamics of butadiene derivatives; see Figure 3D and ref
225. The bonds most closely correlated with the passage
through two conical intersections could then be determined.
2.2.2. SurfaceHopping. In an attempt to address the loss of

electron−nuclear correlation in the Ehrenfest method, Tully
developed the surface-hopping MD scheme.234,235 In this
approach, the classical trajectory does not “feel” an effective
mean-field force but rather it propagates on a single electronic
PES, as in the BO case. However, the trajectory has a finite
probability to “hop” to another surface. An original hopping
probability was designed to simply maintain the equality
between the quantum population, from propagation of the
electronic coefficients along the trajectory, eq 2.16, and the
actual number of trajectories on the surfaces.235 The problem
with this approach is that it introduces an excessive number of
hopping events, effectively becoming mean-field dynamics
which is inadequate for chemical processes exhibiting branching
along different reaction pathways. Tully later introduced a
hopping rate that accomplished this balance (mostly) with the
fewest number of hops. This results in the so-called fewest-
switches surface-hopping (FSSH) method.76,234 Here the
probability for a hop is given by
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where δt is the numerical time step and dab(Rt)·Ṙt is a NACT
scalar in the time-dependent trajectory. The evolution of c(t)
follows the same EOM, eq 2.16, as in the Ehrenfest method. The
“hop” proceeds after each MD step as follows: (1) The
probability to hop to all included states is determined. If the
probability to hop to a state is negative, it is set to zero. (2) A
random number is compared to these probabilities to determine
if a hop occurs and to which state. (3) If a hop occurs, the nuclear
velocity Ṙt is adjusted along the direction of the NACR dab(Rt)
such that the total energy is conserved. For hops which increase
the potential energy, if there is not enough kinetic energy in this
direction, then the hop is “frustrated” and does not occur.
Multiple alternative schemes have been subsequently developed,
including reversal of the direction of the motion along the
NACR,236 introduction of time uncertainty to allow flexibility in
energy conservation,237 or total neglect of the velocity
adjustment.238 Recently there has been emphasis that only the
full swarm should be forced to conserve energy.239−241

The FSSH method is the most widespread method for non-
adiabatic dynamics for both gas- and condensed-phase
simulations.157,246−256 A few characteristic applications are
shown in Figure 4. Detailed analysis of photoinduced dynamics
calculated using the FSSH-like approaches is exemplified across
several molecular systems in sections 4 and 5. For many systems,
the number of relevant excited states can be large. Surface
hopping is an efficient approach for such systems. In systems
with many excited states, it can even be more efficient than
Ehrenfest, because forces on the nuclei need to be calculated
only for the single “active” state, rather than averaged across all
states. For example, Figure 4A summarizes simulations by Atkins
and Gonzalez of the excited-state dynamics occurring in the
organometallic Ru(bpy)3 complex.243 Accurate simulation of
the intersystem crossing in this system requires many states from
both the singlet and triplet manifold. Here, intersystem crossing
and internal conversion are directly competing. Additionally,
higher excited triplet and singlet states remain populated even
after 30 fs, in contrast to organic molecules which typically
follow Kasha’s rule.257 In addition to handling large numbers of
electronic states, many applications require long trajectories
which may be inaccessible to less efficient approaches. In an
example simulation of the photocatalytic water splitting by a
TiO2 nanoparticle, little is observed until about 200 fs, when
excitonic energy is finally transferred to the water and reaction
occurs (Figure 4B). This long time scale allows for non-radiative
relaxation back to the ground state to dominate over the exciton
transfer, limiting the catalytic efficiency of TiO2.

244 Figure 4C
shows the transient formation of an isolated benzene eximer,
taking about 0.5−1 ps. In isolation, the dimer cannot
redistribute excess vibrational energy, and the lifetime of the
excimer is short compared to observations in the condensed
phase.258

The efficiency of surface hopping is also critical when systems
require high accuracy correlated electronic structure methods.
Surface-hopping calculations at the complete active space self-
consistent field or perturbation theory (CASSCF/CASPT2)
levels have become standard for molecules with tens of atoms.
Recent simulations including isomerization of azobenzene259

and animal rhodopsin260 have demonstrated the importance of
high-quality electronic structure and full treatment of electron−
nuclear dynamics, i.e., going beyond 1-D LZ models. Multi-
reference complete active space configuration interaction (CAS-
CI) and Floating Occupation CI can be used in combination
with trajectory surface hopping.245 An example is the zusammen
and entgegen (E-Z) photoisomerization of azobenzene
oligomers, a prototypical example of linked molecular switches,
shown in Figure 4D. Photoisomerization, like photochemistry,
may lead to highly correlated electron−nuclear dynamics,
necessitating a beyond mean-field approach like surface
hopping. Note that mean-field dynamics can potentially provide
accurate simulations of photoisomerization, provided that there
is only a single dominant pathway for the dynamics. This may be
the case for recent simulations,261,262 but comparison to
experiment, or another method which would allow bifurcation,
is prudent. Dynamics of the two switches in bisazobenzene
(BAB) was found to depend strongly on whether the coupled
switches are para-BAB or meta-BAB, with meta-BAB having a
higher switching yield. Additionally the efficiency of a switch was
found to be higher if the other switch was initially in the Z
configuration.245

The key to the success of the surface-hopping approach is that
it includes non-adiabatic effects, beyond the mean field, with
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independent trajectories, without the difficulty to converge
interference between trajectories, and without the quantum
Bohmian potential. This leads to a simple and naturally parallel
algorithm for simulations with minimal extensions beyond
adiabatic MD, and efficient statistical convergence. However,
this also leads to some well-known issues with the method, as
described in the next section.

2.3. Model Scattering Problems: A Standard Test Suite for
Non-adiabatic Algorithms

Both Ehrenfest and FSSH approaches are necessarily approx-
imate. The most significant approximations are the neglect of
electron−nuclear correlation in the Ehrenfest approach, and the
inconsistent treatment of electron−nuclear correlation in FSSH.
For Ehrenfest, this prohibits branching. For surface hopping, this
leads to closely related decoherence and recoherence/interference
problems. Both result in errors in the transfer of population
between electronic states, and thus in the dynamics of the nuclei.
These issues are specifically related to non-adiabatic dynamics,
and are considered separately from issues inherent to classical
trajectories (ZPE, tunneling, etc.). By comparing the approx-
imate results to exact QM solutions for simple models, these
limitations can be demonstrated.
Tully used three test problems221 (see Figure 5A−C) to

demonstrate the successes and failures of the surface-hopping
methods and Ehrenfest. More than 25 years later, these models
are still widely used to test novel approaches for non-adiabatic
dynamics. The popularity of these models stems from the
simplicity of interpretation combined with relevance to
observed phenomena in molecular systems, e.g., decoherence,
Stückelberg oscillations, etc. Additional models have also been
introduced to further evaluate methods. These models are

typically one-dimensional (1-D) or two-dimensional (2-D) for
three reasons: ease of testing, ease of interpretation of results,
and the ability to compare to readily available, numerically exact,
TDSE solutions.

2.3.1. Single Avoided Crossing. The first of the three
“Tully test problems” is a single avoided crossing (SAC) model
(Figure 5A). This problem cannot be exactly solved by the LZ
approximation, as neither the diabatic state energies nor the
coupling are linear or constant, respectively, near the crossing
region at x = 0. A wavepacket entering the scattering region with
total energy (in arbitrary units) E < 0.004 will completely reflect
on the lower surface. For 0.004 < E < 0.015 a wavepacket will
overcome the barrier in the lower adiabatic surface, but not
significantly transfer to the upper. For 0.015 < E < 0.02 a
wavepacket has some probability to transfer to the upper
adiabatic surface, but cannot reach the asymptotic region and
will reflect. This effect is not reproducible in a mean-field
trajectory, as it is based on a strong correlation between the
nuclear dynamics and the specific adiabatic PES. For higher
energies, the wavepacket will partially transmit on the upper and
lower adiabatic surfaces. In addition to comparing quantitative
difference between approaches, the model demonstrates the
ability of FSSH to capture both diabatic and adiabatic limits (see
section 2.1) at least when utilized in the adiabatic representation
(see Figure 4 in ref 221). Once the threshold energy (E > 0.02) is
reached, there is little separation between wavepackets on the
upper or lower surfaces, i.e., there is minimal correlation
between the nuclear motion and the electronic state. This
ensures excellent results in the Ehrenfest and surface-hopping
methods for the high-energy case.

Figure 5. Model systems for non-adiabatic algorithm testing. NACV is the non-adiabatic coupling vector, also known as NACR (eq 2.6). (A−C)
Tully’s original 1-D models: (A) single avoided crossing, (B) dual avoided crossing, and (C) extended coupling with reflection. (D) 2-D well. (E)
“Model X”, a series of three avoided crossings between three levels. (F) 24-dimensional and reduced four-dimensional, two-level spin-boson-type
model, parametrized to model a pyrazine molecule. See ref 263 for the model parameters. Panels A−C: Reproduced with permission from ref 234.
Copyright 1990 AIP Publishing. Panel D: Reproduced with permission from ref 264. Copyright 2011 AIP Publishing. Panel E: Reproduced with
permission from ref 96. Copyright 2011 American Chemical Society. Panel F: Reproduced with permission from ref 263. Copyright 2010 AIP
Publishing.
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2.3.2. Dual Avoided Crossing. The dual avoided crossing
model (Figure 5B) is designed to demonstrate the consequences
of the mean-field nature of eqs 2.16 and 2.17 on QM
interference. In this model, wavepackets with initial E > 0.05
have two paths for transmitting through the crossing on either
surface. A wavepacket that branches from the lower adiabatic
surface to the upper surface in the first crossing and then
branches from the upper surface to the lower surface in the
second crossing will interfere with the wavepacket that remained
on the lower surface throughout the scattering process. This
interference leads to an oscillation in the momentum dependent
transmission probability on the lower surface, i.e., Stückelberg
oscillations. In eq 2.16, the EOM of the amplitudes, ca, carry
partial information regarding the difference in their phases
through the energy dependence in the first term on the right-
hand side. This is more easily seen by determining the EOM of
the matrix, cb*ca. However, comparing to the EOM for
wavepackets, eq 2.15, one sees that there is a lack of kinetic
energy dependence in eq 2.16. Stated in simple terms, the
trajectories “think” that their own specific momentum is the
momentum for all trajectories representing the quantum
wavepacket. If the kinetic energy for trajectories on the upper
and lower surfaces is small, or the time of separation is low (time
spent on upper surface in this case), the error is negligible. This
is the case for wavepackets with initial E > 0.2, or so. For lower
energies, the phase differences in eq 2.16 are incorrect leading to
a shift in the peak positions of the Stückelberg oscillations. As
mentioned, the error will grow with the increase in time spent on
the upper surface, one can see this by extending the distance
between the crossings as shown in ref 265.
2.3.3. Extended Coupling with Reflection. This model

(Figure 5C) highlights the overcoherence or decoherence problem
in Tully’s surface-hopping scheme. For wavepackets with E <
0.02, the wavepacket will branch onto both upper and lower
adiabatic surfaces, with the wavepacket on the lower surface
transmitting (x→∞) and the wavepacket on the upper surface
reflecting and re-entering the non-adiabatic coupling region.
Mean-field trajectories cannot resolve such a bifurcation and will
erroneously transmit for all energies, albeit with a lower
momentum. The FSSH method can resolve the nuclear
dependence on the electronic state, by propagating trajectories
on the individual adiabatic states, however the evolution of the
electronic coefficients in eq 2.16 assumed the mean-field back
action of the nuclei on the electronic system. Thus, the
trajectories on the upper surface “think” that the wavepacket on
the lower adiabatic surface also reflects and interferes with the
returning wavepacket on the upper surface, i.e., that all other
trajectories have the same position in time. Thus, wavepackets
with E < 0.02 show false interference oscillations in the reflection
probabilities on the upper and lower surfaces, i.e., upon the
second entry into the region of non-adiabatic coupling.
2.3.4. Two-Dimensional Well. Originally utilized by

Shenvi and Subotnik,264 the 2-D well model (Figure 5D) is
essentially a 2-D extension of the dual avoided crossing model. It
is useful in testing changes in efficiency and accuracy of methods
when going from single to higher dimensional problems,
especially when interference effects are playing a role. Addi-
tionally, by including two dimensions, it allows for the testing of
directional dependence in, for example, the phase propagation
or in velocity adjustment after surface hops.
2.3.5. Model X. Model X (Figure 5E) consists of three

avoided crossings between three surfaces. It was proposed by
Subotnik96 to provide a test for surface hopping when there are

multiple pathways. Some pathways interfere, as in the double
avoided crossing, while others do not, as in the extended
coupling with reflection, depending on the initial nuclear kinetic
energy. It also provides a more rigorous test of the quantitative
accuracy and convergence of NAMD methods. The more rapid
change of the PES with position induces stronger differences in
the forces associated with the different surfaces compared to the
SAC above.

2.3.6. Pyrazine Molecule. The vibronic absorption
spectrum of pyrazine has been extensively modeled.217,266−270

Typically, the related PESs are represented in either full 24
dimensions or reduced four-dimensional models (Figure 5F),
with two excited electronic states (S1, S2). The vibronic
Hamiltonian is approximated as linearly266 or quadrati-
cally271,272 coupled harmonic oscillators using the ground-
state normal mode coordinates basis. Linear coupling neglects
the shift of vibrational frequencies with respect to electronic
state. Absorption spectra for these models have been calculated
using the high accuracyMC-TDH approach,171,269,273 creating a
good reference for comparison with new methods.271 The
availability of parameters for this Hamiltonian266,271 with the
simplicity of the quadratic model have made the pyrazine
molecule attractive for transitioning from test models to
“realistic” molecules, albeit while neglecting anharmonicities.

2.4. Treatment of Electron−Nuclear Correlation in Surface
Hopping

Introducing decoherence corrections into surface-hopping-like
algorithms such as FSSH is critical. Since the interference
between the quantum amplitudes of branching subpackets is
neglected, the electronic states tend to be more coherent than
they should be. This affects not only the correct physical
description of the dynamics, but also introduces severe internal
numerical inconsistencies in the method.76,77,79,80 Indeed, along
the trajectory, classically occupied states gradually relax to the
lower energies via hopping, whereas the quantum wavepacket
with amplitudes ca gets broader and “left behind” remaining at
higher energy compared to the classical trajectory, as illustrated
in Figure 1 in ref 93. Subsequently, the probability of a hop, eq
2.19 is decided by quantum coefficients with small amplitudes ca
on the very wing of the wavepacket, defying the underpinning
foundation of surface hopping. Moreover, persistent broadening
of the quantum wavepacket makes the result dependent on the
number of electronic states included in the simulations.
Several attempts have been made to include decoherence,

proper interference, and other corrections into surface-hopping
algorithms. Many of these methods were recently described in
the review by Subotnik et al.78 Decoherence can be introduced
by occasionally resetting the quantum amplitudes, ck→δkγ
(where γ is the occupied state), or by adding terms that decay
in time the off-diagonal elements in the density matrix
representation, as originally proposed by Tully.234 The question
becomes, when and how to enforce such a projection, or what
terms to add to the density matrix EOM. The simplest approach
is to project after every time step, as proposed by Webster,
Rossky, and Friesner.274 While this may be drastic, it is
consistent with a stationary-phase approximation applied to
Pechukas’ classical scattering theory.275

Other early efforts82,275 by Rossky, Bittner, Schwartz,
Prezhdo, Jansen, Zhu, Truhlar, et al. focused on finding a
decoherence rate from the approach of frozen Gaussian
wavepackets, with widths based either on a harmonic
approximation at the initial geometry or a thermal distribution
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of the initial state.84 Care must be taken, however, as frozen
Gaussians can overestimate decoherence by neglecting the
spread of the wavepacket in time, which incorrectly maintains
full coherence in constant PESs regardless of the energy gap.
Rates based on the energy gap between states and the total
kinetic energy have been proposed by Truhlar et al.81 and
implemented by Granucci et al.83−87 These energy-based
decoherence correction (EDC) and/or coherent switching
with decay of mixing (CSDM) methods, have the benefit of
being more easily calculated, and are the most widely used
decoherence corrections. Often, the parameter suggested by
Granucci et al.84 is used regardless of the system being
studied.247,249,251,276−300 While simulations using EDC and
CSDM performed on models and small molecular systems lead
to results that are relatively independent of the predefined set of
decoherence time and parameters, this was shown not to be true
when applying the methods to large conjugated molecular
systems. Results obtained in simulations of non-radiative
relaxation in two conjugated oligomer systems, poly-
(phenylene-vinylene) (PPV) and poly(phenylene-ethynylene)
(PPE), have shown a drastic dependence on which parameters
are used.93 This reveals that methods successfully used for
treating small systems cannot be straightforwardly translated to
large molecular systems using equivalent parameters. Besides,
their success depends on the particular system under study.
Subotnik has proposed an augmented fewest-switches surface-

hopping (A-FSSH) algorithm, in which the moments (as well as
the average) of the position and momenta of the wavepacket are
propagated along the trajectory in order to estimate a
decoherence rate based on thawed Gaussians.95,96,301−304

Propagation of the higher moments of the position and
momenta adds computational expense since the Hessian of
the PES is required. However, recent additional approximations
have been applied, with the method remaining quite accurate
while gaining numerical efficiency.117 In addition, Subotnik
proposed an alternative to estimating decoherence rates. In the
simultaneous-trajectory surface-hopping approach, a surface-
hopping trajectory “spawns” extra trajectories with the sole
purpose of determining the rate of their separation from the
decay of their overlap (assuming GWD).305

Introduction of decoherence rates into mean-field dynamics
can drive propagation from a mixed electronic surface back to a
single surface.98 This can be done directly, as in the coherence
penalty functional approach and the decay of mixing methods,
by setting an exponential decay of the off-diagonal densitymatrix
elements.306 Alternatively, the collapse to an adiabatic state can
be stochastic, resulting in a surface-hopping-type scheme, as in
the decoherence-induced surface-hopping (DISH) scheme
proposed by Jaeger and Prezhdo.99,307,308

Methods without decoherence rates have also been proposed.
Hammes-Schiffer argued that the projection could be applied
when the non-adiabatic coupling drops below a certain
threshold,103 but the determination of the threshold and
potentially slow changes between different coupling regions
poses a challenge. The use of minima in the non-adiabatic
coupling provides a similar criterion, with no threshold. Parlant
and Gislason used such a method, but allowed hopping to only
occur at the minima.309 We have proposed a simple method,
based on no parameters, to include the occasional projection
ck→δkγ. In this instantaneous decoherence (ID) method, we
enforce the projection after each successful (ID-S) or each
attempted (ID-A) hop.93,310,311 It is similar to the method by
Webster, Rossky, and Friesner274 but with a time scale enforced

stochastically with the same order as the average time between
hops.93 Another set of methods introduces a coherence time as a
parameter in the simulations.92 If the parametrization of
different coherence times is required for different pairs of
electronic excited states, these methods become impractical for
large systems involving many coupled electronic states.80,88−91

Correct treatment of the quantum interference effects, i.e., the
phase of the trajectory, usually requires a semiclassical treatment
of the dynamics discussed earlier. However, some attempts have
been made to correct the phase propagation within the surface-
hopping method. Subotnik and Shenvi developed a phase
corrected surface-hopping approach.264 The approach takes into
account the difference in the magnitude of the momentum of
energy conserving trajectories on each surface, but it cannot fully
account for the difference in the dynamics, i.e., direction of the
momentum, on each surface. This is a necessary limitation for
the trajectories to maintain their independence. Shenvi and
Wang showed that phase correction can also aid in
decoherence.94,312

An important aspect of exact quantum dynamics is the
independence of expectation values from the choice of the
electronic representation, i.e., adiabatic, diabatic, or other, for
the electronic wavefunction. For the Ehrenfest approach, if the
electronic basis is complete (not necessarily true in practice),
then the results are representation independent (though highly
approximate). This is not true for surface hopping. Surface
hopping in the adiabatic representation is well defined, and
many aspects, such as the rescaling of nuclear momentum along
the direction of the NACR in order to conserve total energy, are
justified by comparison to other methods. However, analysis of
electronic dynamics and their use in interpretation of
experimental results, is often clearer in an electronically diabatic
basis. For example, the concept of superexchange is lost in the
adiabatic representation, but often of interest in electronic
dynamics in the diabatic basis. In surface hopping, within the
diabatic basis, superexchange is not allowed due to the
enforcement of energy conservation on hops. Methods such as
time-uncertainty surface hopping soften such requirements.237

The Prezhdo group74 has recently developed a number of
methods to recover superexchange in diabatic surface hopping,
including second-quantization surface hopping,239 global-flux
surface hopping (GFSH),313 and surface hopping in Liouville
space (SHLS).314 Note that for FSSH in the diabatic
representation, energy conservation of hops is not justified by
comparison to rigorous semiclassical methods. Results for the
Tully dual avoided crossing (see Figure 5B) for the Liouville
space hopping are shown below in Figure 7A. GFSH and SHLS
have been shown to reduce differences between adiabatic and
diabatic dynamics.313,314

2.5. Alternative Mixed Quantum-Classical Approaches
beyond Surface Hopping and Ehrenfest

Overall, the need for the many variations discussed above
(section 2.4) to correct the surface-hopping or Ehrenfest
methods stems from the respective ad hoc and mean-field
treatment of the electron−nuclear correlation. The previously
mentioned quantum (section 2.1) and semiclassical (section
2.2) methods based on f irst-principles, do not rely on such
approximations but are, in general, not sufficiently numerically
efficient to routinely simulate many-atom systems, as can be
accomplished using surface-hopping or Ehrenfest techniques.
Thus, development of newmethods continues through targeting
well controlled approximations.
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2.5.1. Ring-Polymer/Path Integral Molecular Dynam-
ics. Interesting developments include the ring-polymer and
centroid MD. These methods have been recently reviewed for
molecular systems.128 Both are based on an imaginary time path
integral approach to find the equilibrium thermal density
matrix.128 By slicing the partition function into imaginary time
slices, a single slice for each monomer or bead in the Ring-
polymer, one can develop a MD scheme with harmonically
coupled trajectories. Thus, every atom in a molecular system is
interacting withNbead versions of itself, called “beads” of the ring

polymer, through a harmonic force, ωRPMD =
βℏ

m N
2

R bead
2

2 2 , as well as

with the Natom− 1 other atoms in the system. In the very high
temperature limit

T
1 = β → 0, the spring becomes very stiff and

Nbead→1. For lower temperatures, the spring becomes very loose
and the Nbead required to converge results increases. Requiring
Nbead additional trajectories instead of a single trajectory is
limiting for many ab initio on-the-fly methods, but is reasonable
for classical force-field or quantum derived force-field
approaches. The centroid approximation, a mean-field average
over the beads, is a more affordable, but more approximate,
alternative.
Ad hoc extensions of the method to non-adiabatic dynamics

(see Figure 6A) have recently been developed,74,315,320,321

though interference effects are ignored. Figure 7F (below)
shows a comparison of ring-polymer molecular dynamics
(RPMD) and TDSE calculations of the time-dependent
probabilities for the standard Tully models. In this case, the
spring constant is taken to be related to the wavepacket width or
ZPE. While the method is formally an equilibrium method

(where temperature is well defined), not a real-time
propagation, the method was also applied to non-equilibrium
situations with some promising results,322,323 as well as to
solvated electron dynamics in a water cluster (Figure 6B).316

Quantum tunneling (included approximately through the
RPMD scheme) leads to approximately twice faster relaxation
of the photoexcited solvated electron.

2.5.2. Quantum-Classical Liouville Equation. Instead of
working with the TDSE, multiple methods focus instead on the
EOM for the density matrix324 using the Von Neumann
equation:

ρ ρℏ ∂ ̂
∂

= [ ̂ ̂ ]i
t

t
H t

( )
, ( )

(2.20)

Treating the nuclei as a “bath” of heavy atoms, performing a
partial Wigner transformation over the bath variables, and taking
the semiclassical limit leads to Kapral’s quantum-classical
Liouville equation (QCLE).325 The use of this method in
non-adiabatic dynamics has been recently reviewed in refs 127
and 326. Similar to complex Gaussian wavepackets, the
approach introduces an intuitive phase-space picture of the
quantum-classical dynamics. Like the semiclassical approaches
mentioned above (section 2.2), accounting for non-adiabatic
effects requires a Monte Carlo approach for sampling oscillatory
functions, which can be inefficient. Figure 6C shows how a
diagram for a Monte Carlo “hopping” scheme for the QCLE
works. Trajectories undergo stochastic transitions from
representing population matrix elements, which propagate on
adiabatic PESs, to representing coherence elements, which
propagate on average surfaces.317,327 Since the Wigner density is

Figure 6. (A) Cartoon representation of non-adiabatic ring-polymer molecular dynamics (RPMD). (B) Non-adiabatic RPMD simulation of relaxation
of “excess solvated electron wavefunction”, shown by isosurface, in photoexcited water cluster. Excited state shows “p-like”wavefunction, while ground
state shows “s-like” wavefunction. (C) Cartoon of Monte Carlo-based quantum-classical Liouville equation solution, with characteristic phase space
trajectories and population/coherence hops. (D) Semiclassical simulations of a two-level spin-boson model of a bacteriochlorophyll dimer (left) and a
seven-state model of a Fenna−Mathews−Olson (FMO) complex (right). Diabatic “site” populations are shown. Initially a single chromophore is
excited. (E) Same seven-state FMOmodel simulation but using PBME approach. (F) Similar to panel E, but withmutated FMO-type complexes. Panel
A: Reproduced with permission from ref 315. Copyright 2017 American Chemical Society. Panel B: Reproduced with permission from ref 316.
Copyright 2013 Elsevier. Panel C: Reproduced with permission from ref 317. Copyright 2016 Elsevier. Panel D: Reproduced with permission from ref
151. Copyright 2010 American Chemical Society. Panel E: Reproduced with permission from ref 318. Copyright 2011 American Chemical Society.
Panel F: Reproduced with permission from ref 319. Copyright 2012 American Chemical Society.

Chemical Reviews pubs.acs.org/CR Review

https://dx.doi.org/10.1021/acs.chemrev.9b00447
Chem. Rev. 2020, 120, 2215−2287

2229

https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00447?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00447?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00447?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00447?fig=fig6&ref=pdf
pubs.acs.org/CR?ref=pdf
https://dx.doi.org/10.1021/acs.chemrev.9b00447?ref=pdf


not always positive,327 Linearization,328 forward−backward
propagation,329 and filtering330 have been introduced (similar
to the SC-IVR propagator) in an attempt to improve stability
and efficiency. A transfer tensor method has also been developed
to extend accuracy and feasibility of the QCLE to long times
using short-time trajectories.331 Implementation of theQCLE in
the mapping basis,332 leads to a the Poisson-bracket mapping
equation (PBME), which is mean-field in nature, significantly
extending applicability at the cost of accuracy.326 Application of
the PBME, SC-IVR, and MMST models to study electronic ET
in biological chromophores is shown in Figure 6D−F. Figure 6D
shows the SC-IVR/MMST calculated ET in a two-state
bacteriochlorophyll dimer and a seven-state model for the
Fenna−Mathews−Olson (FMO) complex.151 PBME simula-
tions of the FMO and mutations (shown in Figure 6E,F) are in
good agreement with the SC-IVR/MMST results318,319 but
more closely resemble simulations based on full hierarchical
equations; see ref 151. These results support the role of
electronic quantum coherence in ET in these systems at
physiological temperatures.151 However, recent experimental/
theoretical results333 indicate that previous simulations may
have underestimated decoherence rates due to the environment
andmolecular vibrations, leading to overestimation of electronic
coherence effects.
The Liouville space approach, and its semiclassical limit, is

also the starting point for the consensus surface hopping (CSH)
and fully coherent approach proposed byMartens.241,334,335 The
main purpose of the development of CSH is to connect surface-
hopping “schemes” to the quantum Liouville equation through
clear approximations. Thus, CSH provides a prescription for
“hopping” in the diabatic representation, the difficulties of which
were discussed in section 2.4. The most notable difference
between traditional surface hopping and CSH is that there is no
forced energy conservation of individual trajectories in CSH.335

2.5.3. Quantum Hydrodynamics, Bohmian Mechanics,
and Exact Factorization. An alternative to the semiclassical
path integral based approach to quantum dynamics is semi-
classical Bohmian dynamics. In this hydrodynamic formulation
of quantum mechanics, classical trajectories propagate in a
nonlinear fashion, with a quantum potential Q(R):

χ χ

∇

∇ ∇

̇ = ̂ ·

̇ = − +

= −| | ℏ · ̂ · | |

−

− −

R m P

P R R

R R m R

E Q

Q

( ( ) ( ))

( ) ( ) ( /2) ( ( ) )

R

R

R R R

t t

t t t

1

1
2 2 1 1

2 (2.21)

determined from the dynamics of the full swarm of
trajectories.336−338 Of course, a significant number of
trajectories is required to generate an accurate quantum
potential, and divergence when the density goes to zero can
lead to difficulties. This limits the application of Bohmian
dynamics to small systems. Similarly, the exact factorization
method also introduces a quantum potential for semiclassical
dynamics.126,339,340 The exact factorization approach extended
to non-adiabatic dynamics, the coupled trajectory mixed
quantum/classical method, was recently applied to the photo-
chemical ring opening reaction of oxirane. Ehrenfest, decoher-
ence-corrected surface hopping,126 and multiple spawning341

show that the exact factorization approach can successfully
capture decoherence effects in conical intersections. The
Bohmian dynamics and exact factorization methods were
thoroughly reviewed by Barbatti and Crespo-Otero.121

2.5.4. Multiconfigurational Approaches: Multiconfi-
gurational Ehrenfest and Ab Initio Multiple Cloning. As
has been previously mentioned (section 2.1), Gaussian
wavepackets are widespread through quantum dynamics
methods.165−167,204−206,208,211−213,342,343 In particular, a class
of dynamical methods based on the solution to the time-
dependent Dirac−Frenkel variational principle,69

∂Ψ ̂ − ℏ ∂
∂

Ψ =R r R r R rt H i
t

t( , , ) ( , ) ( , , ) 0
(2.22)

or the TDSE, using a Gaussian basis set, leads to coupled
equations for the time-dependent parameters of a swarm of
Gaussian wavepackets. This class includes the variational
multiconfigurational Gaussian (v-MCG) method,344 the direct
dynamicsMCG,345 the coupled coherent states, theMCE,263,346

and the AIMS methods.43,125,347,348 In the first three, the
dynamics of the Gaussians are coupled through the solution of
eq 2.22 or the TDSE. In the AIMS and MCE methods, only
complex coefficients for each time-dependent Gaussian basis
function are then determined from the TDSE. The MCE uses
Ehrenfest equations to propagate the wavepacket in regions of
NAC, while the AIMS method propagates it adiabatically on the
PES, and “spawns” new Gaussians on coupled PESs in NAC
regions.349 For a more in-depth look at spawning and Gaussian
wavepacket methods see the review by Barbatti and Crespo-
Otero.121 Here, we will focus on the MCE and AIMC methods.
For the MCE method, the wavefunction is written as a linear

combination of Ehrenfest configurations (eq 2.13):

∑Ψ = Ψr R r Rt d t t( , , ) ( ) ( , , )
n

n n( ) ( )

(2.23)

∑χ ψΨ ≡r R R r Rt t c t( , , ) ( , ) ( ) ( , )n n

a
a

n
a

n( ) ( ) ( ) ( )

(2.24)

where the subindex n denotes the nth Ehrenfest configuration
and ca

(n)(t) is the electronic wavefunction coefficient (eqs 2.13
and 2.16) for the nth configuration. The additional configura-
tional coefficient, d(n)(t), is solved using the TDSE:

∑

∑

ℏ ∂
∂

= ̂ ×

Ψ ̂ − ℏ ∂
∂

Ψ

−

r R R r r R
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t

d S
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( )( , , ) ( )
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l

m l

( ) 1

( ) ( )

(2.25)

with

= ⟨Ψ |Ψ ⟩r R r RS t t( , , ) ( , , )ml
m l( ) ( )

(2.26)

Each configuration is assumed to follow its own Ehrenfest
(mean-field) trajectory (eqs 2.18 and 2.11). χ(n)(R,t) is still a
Gaussian wavepacket (see section 2.5.5), but with a fixed, purely
imaginary width, α̂(t) = iα̂I(0), and with a time-dependent phase
factor: γ̇t = Pt·m̂R

−1·Pt/2. Thus, the wavepacket is referred to as a
coherent state (CS). In practical application, Ĥ(R,r) and
ψa
(n)(r,R) need to be expanded around a nuclear geometry,

typically near the center of either the bra or ket of Ψ in eq 2.25,
their midpoint or some other linear combination. In large
systems, adiabatic states can change significantly within the CS
width and the electronic overlaps must be taken into account.
Subsequently, accounting for trivial unavoided crossings
(section 3.4.3) is a concern which can be addressed by
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representing the electronic parts of the wavefunction in the time-
dependent diabatic basis (TDDB).350

Each configuration evolves on its own mean-field PES driven
by force eq 2.18, allowing a highly efficient trivial parallelization
in the numerical implementation with the appropriate post-
processing of the results. The mechanism by which config-
urations are generated does not affect the results when enough of
the configurational space is sampled such that the basis is
complete. Configuration amplitudes and electronic overlaps can
be calculated and post-processed after propagation of the
trajectories. However, for systems having different relaxation
pathways, the average Ehrenfest PES does not represent its
individual contributions to the overall relaxation process and will
not lead to a complete basis of CSs. A more adequate treatment
of these individual contributions can be achieved by using the
AIMC,349,353 that allows situations in which the average
Ehrenfest potential becomes unphysical to be taken into
account. That is, regions of low non-adiabatic couplings
presenting significant differences between the shapes of the
PESs of two or more substantially populated electronic states.
This typically happens when a configuration passes through (or
near) a conical intersection or a region of strong non-adiabatic
coupling. In this case, a sole nuclear wavepacket splits into
multiple parts, each dominated by a single electronic state.
The AIMC procedure quantifies how well the mean field

represents the individual excited-state dynamics. Whenever the
mean-field fails, the corresponding configuration is replaced by
two new configurations, having the same nuclear wavefunction
but different electronic populations and, therefore, their own
distinct mean fields. Amplitudes corresponding to these new
configurations are defined such that the wavefunction remains
continuous at the cloning point. After the cloning procedure,
each new configuration follows its own mean field and separates
from the other, providing the desired bifurcation effect. More
details and technical implementations of the AIMCmethod can
be found elsewhere.349,353,354 While initial applications of this
approach are encouraging, systematic future studies on
numerical convergence of the trajectory swarm and optimal
cloning schemes are needed in the realm of large molecular
systems. If a diabatic representation is assumed, cloning can be
formulated without non-adiabatic couplings and adiabatic states,
though the cloning criteria will be different.355

2.5.5. First-Principles Non-adiabatic Dynamics Based
on Monte Carlo Integration and Coupled Wavepackets.
Our group has sought to develop a numerically efficient non-
adiabatic dynamics method, based on controllable approxima-
tions to the TDSE, eq 2.5. In formulating a newmethod, we seek
to retain the simplicity of on-the-f ly classical dynamics, i.e., no
root-search or PES generation. We only require variables that
can be calculated from standard quantum-chemistry packages,
such as the force on the nuclei (PES gradients) and the
electronic wavefunction. Finally, the method must have better
(or at least equivalent) efficiency and scalability compared to
FSSH, such that the approach would be applicable to many-
atom molecules.
Before describing the computational approach, let us revisit

the mathematical foundations of the adiabatic dynamics. In
particular, when deriving eq 2.5, we have assumed that the
adiabatic states, ψa(r,R), in eq 2.3 are functions of the nuclear
coordinates, R. In MD simulations, the nuclei follow a classical
trajectory and, therefore, their coordinates are actually functions
of time. Thus, when substituting eq 2.3 into the Schrödinger
equation, eq 2.4, one should assume thatψa are explicit functions

of t, ψa = ψa(r,Rt). Following such assumption, the substitution
of eq 2.3 into eq 2.4 gives351,356

∑χ
χ χ∇ ∇ℏ
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Note that in the expression for Vab the Hamiltonian, Ĥel,
contains R as an operator, while Rt is a variable. Expansion of
Ĥel(R) in the vicinity of Rt leads to an effective Hamiltonian,
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= · ̇ + − · −R d R R d R R RV i E E( ) ( ) ( ) ( ) ( )ab ab t t a b ab t t
(2.31)

In eq 2.30, parameters Ea, fa, and κ̂a are the ath expectation values
of the electronic Hamiltonian, Ĥel(Rt), and its first and second
derivatives, respectively. In eq 2.31, we used eq 2.10 to get the
last term on the right-hand side and neglected the second-order
term.
The off-diagonal couplings, Vab, generate transitions between

different PESs. Upon application of operator Vab(R) in eq 2.31
to a Gaussian in eq 2.10, the latter, generally speaking, becomes a
non-Gaussian function. We recall, however, that the nuclear
wavepackets are quite narrow, and therefore we can rewrite eq
2.31 as

≈ · ̇ − Δ · −R d RV i( ) e p R R
ab ab t

i ( )ab t (2.32)

where

Δ = − · ̇p d d RE E( ) /( )ab a b ab ab t (2.33)

The exponential dependence of Vab(R) on R − Rt greatly
simplifies the picture. Indeed, now application of operator
Vab(R) in eq 2.32 to a Gaussian in eq 2.10 leads to a new
Gaussian, with a new amplitude (proportional to NACT scalar
dab·Ṙt) and a changed momentum. The difference in the
momenta of the old and new wavepackets, Δpab, has a direction
along the NACR. The magnitude ofΔpab obviously depends on
Ṙt, which is not uniquely defined. Indeed, while it was implicitly
assumed that Rt is the classical coordinate of the nuclei, Rt only
defines the point at which we evaluate the electronic basis
functions (and thus the parameters of the effective Hamiltonian
in eq 2.29). If we consider the following choice,

̇ = ̂ · +−R m P P( )Rt a b
1

0, 1, (2.34)

where P0,a(1,b) is the momentum of the “parent” (“offspring”)
wavepacket, then classical energy conservation is satisfied,
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· ̂ · + = · ̂ · +− −P m P P m PE E
1
2

1
2R Ra a a b b b0,

1
0, 1,

1
1, (2.35)

The energy conservation condition in eq 2.35 is standard for
the surface-hopping algorithm, where hops between PESs are

accompanied by momentum rescaling that conserves energy.

The condition is motivated, in particular, by the semiclassical

arguments.234 Alternatively, Rt can follow the QM expectation

value of the total wavefunction, in concurrence with the

Figure 7. (A) Standard and Liouville space surface-hopping results: transmission on lowest PES vs initial scattering energy for the dual avoided
crossing model compared to exact solution. (B) Diagram representation of semiclassical wavepacket approaches. The full path integral (branching at
each time point) can be sampled stochastically (“hopping”, semiclassical Monte Carlo (SCMC)), or the basis functions can be propagated “coupled”
together, as in Ehrenfest dynamics, and occasionally “branch” by projection onto specific eigenstates, as in ab initio multiple cloning and coupled-
wavepacket (CW)methods. (C) SCMC scattering results: transition (T) or reflection (R) on upper (U) or lower (L) vs initial wavepacket momentum
(k) of Tully models (see Figure 5A−C), compared to surface hopping, Ehrenfest, and exact solution. (D) CW, surface hopping, and exact results for
scattering through the three-state “Model X”. (E) CW, surface hopping, and exact results for scattering through the 2-D well model; probability on the
lower surface is shown.271,273,351 (F) Time-dependent populations for scattering in the three Tully models (top to bottom): comparison for non-
adiabatic RPMD (solid) with exact (dashed) for three different initial momenta (left to right); green is upper and red is lower state probability. Panel A:
Reproduced with permission from ref 314. Copyright 2015 American Chemical Society. Panels B, D, and E: Reproduced with permission from ref 351.
Copyright 2016 The Royal Society of Chemistry. Panel C: Reproduced with permission from ref 352. Copyright 2014 AIP Publishing. Panel F:
Reproduced with permission from ref 323. Copyright 2015 American Chemical Society.
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Ehrenfest theorem.356 The form of the effective Hamiltonian in
eq 2.29 suggests a simple computational approach to describe
the non-adiabatic propagation of Gaussian wavepackets.
Propagation proceeds similarly to eq 2.11, but the wavepackets
transfer amplitude at each time step to any coupled surfaces,
here called offspring. As in the standard surface-hopping
procedure, the momentum is changed along the direction of
NACR, such that the classical energy, Pt·m̂R

−1·Pt/2 + E(Rt), of the
trajectory is conserved,351 or nearly conserved.356 The repetition
of the process, i.e., the propagation of both the “parent” and the
“offspring” Gaussians leads to an infinitely branching tree,
represented for a two-state (TS) system in Figure 7B. We have
developed two approaches to handle this expanding basis set, the
semiclassical Monte Carlo (SCMC) and the coupled-wave-
packet (CW) methods.
In an attempt to retain the simplicity of surface-hopping

dynamics, one can use a Markov-chain Monte Carlo approach
with importance sampling to approximate this branching tree. In
this approach, a swarm of wavepackets is propagated, each
following classical dynamics, while the EOMs for αt and γt are
also integrated. After each time step, the wavepacket has a
probability to hop to another surface given by

=
| · ̇ |Δ

+ ∑ | · ̇ |Δ
≡

| |
+ ∑ | |→

d R R
d R R

t
t

D
D
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ab t
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ab

c ac

0

0

(2.36)

As in conventional surface hopping, eq 2.36 excludes hops
forbidden by the energy conservation, eq 2.35. After a successful
hop, the weight of the wavepacket,N, must be scaled,N1 =N0 ×
[Dab/|Dab|] × [1 +∑c|Dac|]. At any given time, the wavefunction
is given by the simple sum of Gaussian functions (one for each
trajectory).
We have applied the SCMC approach to the model problems

described in section 2.3. The method provides excellent
agreement with exact quantum dynamics for the scattering
probabilities shown in Figure 7C. In practice, for computational
efficiency, we neglect κ̂ everywhere. We call this the f ree thawed
Gaussian approximation. The method does not suffer from the
decoherence problems of traditional surface hopping, as the
finite width of the wavepackets will prevent false interference
effects. Additionally, the action of the individual trajectories is
calculated along with the classical dynamics; thus, Stückelberg
oscillations are accurately reproduced, see Figure 7C.
Like other semiclassical path integral methods which rely on

Monte Carlo sampling of complex integrals, such as the non-
adiabatic SC-IVR andHKmethods, the SCMC approach suffers
from the “sign problem” of Monte Carlo. That is, the final
wavefunction is the superposition of many wavepackets with
complex valued coefficient. The SCMC method requires an
order of magnitude more trajectories for the SAC problem
compared to surface hopping. The required number of
trajectories increases for systems with additional complexity,
i.e., multiple interfering paths such as the dual avoided crossing
and the Model X. However, dimensionality of the system does
not have an effect on the required number of trajectories, as seen
by comparing the number of trajectories required for
convergence in the 1-D and 2-D dual avoided crossing models.
An in-depth analysis of the sign problem in SCMC is presented
in ref 352. Advanced sampling techniques can be used to
alleviate the inefficiencies of the SCMC method. The
accelerated SCMC approach removes all redundant calculations

from SCMC by mixing deterministic branching with Monte
Carlo hops.265

While the SCMC352,357 and accelerated SCMC265 ap-
proaches provide excellent agreement for the model scattering
problems (section 2.3), they are not sufficiently efficient for the
simulation of large molecular systems routinely treated with
surface-hopping techniques. The branching tree in Figure 7B
corresponds to branching at each time step on two coupled
PESs. It reveals that after two time steps, the original wavepacket
has created four new packets, two on each surface. One of the
two wavepackets on the lower surface has propagated adiabati-
cally for both time steps; the other has transferred to the upper
surface and returned back. While the phase space shift in these
two wavepackets is infinitesimally small, the returning wave-
packet has acquired a new weight and a negative sign. Both
wavepackets will proceed similarly as the dynamics continues,
but the change in their sign (or more generally any phase shift)
leads to the inefficiency of Monte Carlo sampling.
To create a more efficient approach, we have developed the

CW algorithm, where we apply a re-Gaussianization approx-
imation. We assume that, since the shift in the wavepackets is
infinitesimally small, after one δt, one can approximate their
linear superposition by a new Gaussian function (here we
assume only two functions):

∑
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Ñ1 is complex, containing the real weight and phase of ga. It is
found by projecting the sum of all Gaussians on a onto ga. The
new phase space center of the Gaussian, R1,P1, is chosen to be
the expectation values, ⟨R⟩ and ⟨P⟩, of the superposition, while
the new complex width is given by the moments, ⟨R2⟩ and ⟨P2⟩.
Details can be found in the Supporting Information of ref 351.
This leads to a coupled propagation, also represented
diagrammatically in Figure 7B. This approximate re-Gaussiani-
zation breaks down when the overlap between the Gaussian
functions in the sum in eq 2.37 becomes significantly less than 1.
Thus, we propose tomonitor the overlap and allow separation of
the coupled wavepackets when their overlap is lower than a
threshold.351 This leads to a coarse-grained branching, as shown
in Figure 7B. We have applied this method to the Model X,
Figure 7D, and the 2-D well, Figure 7E, with excellent results
compared to the exact solution and substantially exceeding
FSSH in terms of both accuracy and computational cost.351 For
example, converged results are obtained in the models above
using only tens of trajectories. More recently, we have developed
an approach where all the Gaussian variables are continuously
propagated rather than having discrete re-Gaussianization steps,
and we utilized the Ehrenfest theorem to determine the classical
trajectory: Ṙt and Ṗt.

356 This has improved the accuracy,
efficiency, and stability of the algorithm which we call Ehrenfest-
plus (EP). This efficiency makes the EP algorithm feasible for
realistic molecular systems, while retaining ab initio treatment of
electronic decoherence and interference.
Methods based on the time-dependent variational principle

(section 2.5.4) and the SCMC, CW, or EP approaches are all
based on the propagation and generation of Gaussian wave-
packets, but their differences should be elucidated. To
summarize, the approach of the SCMC/CW methods is to
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generate an approximate wavefunction, which is the sum of
Gaussian functions, by best approximating the EOM for those
functions in correspondence with quantum dynamics in a local
harmonic approximation. Thus, the simulated wavefunction is a
direct sum of complex Gaussian functions, without the a priori
assumption that the particular set of functions creates a
complete basis. The dynamics are not forced to be unitary,
thus total probability is only conserved in a converged
simulation. The Gaussian methods discussed earlier such as
AIMS, AIMC, and MCE, (section 2.5.4) involve the solution of
the exact TDSE in the basis of moving Gaussian functions.
However, the accuracy of the exact Schrödinger solution is
limited by the completeness of the basis. In practice, it is
impossible to obtain a fully complete basis, leading to error in the
simulated wavefunction. However, dynamics are unitary and
total probability is conserved, but not necessarily correct. The
EP is a compromise between these two, using unitary electronic
dynamics, and an optimized nuclear equation of motion, but
independently propagating after separation of the wavepack-
ets.356 Generally, one approach is not preferable over the others
in every case, and one should keep the differences in mind and
apply the most appropriate approximation based on available
computational resources and any available information on the
PESs. For example, if the number of crossings is known to be
small, then a branching based method (AIMC, CW, EP, AIMS)
would be desirable. If there are many crossings, a stochastic
approach such as SCMC would likely be preferable. If
correlations are present, but weak, then MCE may be suitable
and simpler. If the dynamics inside a non-adiabatic coupling
region are of particular interest, the EP may be preferable over
AIMC/AIMS since it includes beyond mean-field terms in the
force due to non-adiabatic coupling.

3. PRACTICAL COMPUTATIONAL IMPLEMENTATION
OF NON-ADIABATIC EXCITED-STATE MOLECULAR
DYNAMICS

3.1. Electronic Excitations and Potential Energy Surfaces
from TD-SCF Methods

Electronic structure calculations have been the bedrock of
quantum chemistry for many years. Building from the BO
approximation, electronic structure methods seek to solve the
time-independent electronic Schrödinger equation, eq 2.4, for a
given configuration of nuclei, R. This provides a single point
(energy) and a respective wavefunction of an adiabatic state for a
multidimensional PES in the space of R. The NAMD
simulations require calculations of energies, Ea(R), of multiple
PESs (a manifold of electronic states here labeled with index a),

gradients (or forces), ∂
∂

R
R

E ( )a , for at least one (or more) PES, and a

matrix of NACRs, dab(R) (eq 2.6). For practical NAMD
implementations, these quantities are required to be calculated
on-the-fly to enable running dynamical trajectories. The
calculation of forces and NACRs are frequently done with an
analytic gradient method (as opposed to the much slower
numerical differentiation) to be exemplified in section 3.1.3.
Altogether, energies, gradients, and NACRs typically suffice as
an input to the basic NAMD algorithms such as Ehrenfest
(section 2.2.1) and surface hopping (section 2.2.2). Other
algorithms briefly discussed in section 2 (frequently methods
accounting for decoherence corrections) require the Hessian

matrix (the derivative of gradients ∂
∂

R
R

E ( )a
2

2 ), which may increase

numerical cost.

One of the simplest and earliest approaches for ground-state
electronic structure is the Hartree−Fock (HF) approxima-
tion,358 which laid the foundation for so-called single-reference
ab initio methods. These methods use a single Slater
determinant to describe the many-body electronic wavefunction
and solve for the self-consistent field (SCF) (or mean field)
potential acting on an electron from the other charges. Despite
known issues with these methods, they have found widespread
use thanks to their ability to describe a variety of chemical
systems. Where single-reference ab initio methods fail, higher-
order electronic correlation effects can be included in a
systematic way by using a variety of methods, such as Møller−
Plesset perturbation theory359−364 or coupled-cluster
theory365−370 (these high accuracy wavefunction methodologies
are outside of the scope of the present Review).
On the other hand, it is, in principle, possible to form an exact

electronic structure description using DFT371−379 based on a
single reference Slater determinant, but practical calculations
require approximating the exact exchange-correlation func-
tional.380−382 Such DFT formulation in the Kohn−Sham (KS)
form372,383 is convenient due to the use of numerical procedures
similar to HF, and has become the most widely used electronic
structure method in quantum chemistry because of its speed and
reasonable compromise for accuracy. Further numerical
efficiency toward larger systems is accessible using a family of
parametrized reduced tight-binding-like single-reference meth-
ods such as DFTB,384−389 or semiempirical meth-
ods.11,13,390−393 These methods allow calculations on the
order of 10,000 atoms to be performed for static structures394

or permit long time scale dynamics simulations of molecules in
the range of up to 1000 atoms.395,396

Simulations of electronically excited states can subsequently
follow the ground-state SCF calculations, for example, in the
form of configuration interaction (CI) methods.358,397−399

Among the most popular and numerically accessible approaches
for calculating excited-state PESs and optical responses of large
molecules is a family of TD-SCFmethods,6,400−402 ranging from
TD-HF to TD-DFT. The TD-SCF approach can be formulated
using classical dynamics with EOMs for the density matrix
satisfying the Hamilton−Liouville form.403 We further exem-
plify how the basic ingredients for NAMD simulations can be
obtained for TD-SCF methodologies.

3.1.1. SCF Methods for Ground-State Calculations.
SCF methods, including HF, DFT (commonly in the KS form),
and various semiempirical methods, solve for a single Slater
determinant of a system of non-interacting electrons. Here, the
electronic Schrödinger equation for a given configuration of
nuclei, R, can be written as an eigenproblem (we will further
omit the parametric dependence of functions and operators onR
for brevity):

ρ θ θλ̂ ̂ =F( ) (3.1)

The quantities calculated are the single-electron molecular
orbitals (MO) |θi⟩, MO energies λi, and i is theMO index. These
values are calculated self-consistently using the HF or KS
Hamiltonian matrix F̂(ρ̂), given as

ρ ρ̂ ̂ = ̂ + ̂ ̂F t V( ) ( ) (3.2)

where ρ̂ = ∑i∈occ|θi⟩⟨θi| is the ground-state single-electron
density matrix obtained from MOs by summing over the
occupied space. Here and throughout this Review, an
orthogonal atomic orbital (AO) basis is assumed. This could
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be performed, for instance, by the Löwdin decomposition of the
overlap matrix Ŝ.404

In eq 3.2, the elements of t ̂ are one-electron integrals
accounting for the kinetic energy and nuclear attraction of an
electron.358 The elements of the Coulomb operator V̂(ρ̂) acting
on an arbitrary density matrix ρ̂ are generally given by

ρ ρ ρ ρ̂ = ̂ − ̂ + ̂V J K V( ) ( ) ( ) ( )xc (3.3)

where Vxc(ρ̂) is the exchange-correlation potential from KS-
DFT in the matrix form405 and the Hartree and exchange terms
are represented as

∑ρ ρ σ σ ρ σ σ ρ δ̂ − ̂ = | ′
′

− | ′ ′σ σ σ σ σσ
σ′

J K ij kl C ik jl( ) ( ) ( ) ( )ij ij
kl

kl x kl

(3.4)

The parameter Cx allows mixing of pure KS-DFT and HF
theories, e.g., in the case of Becke’s hybrid functionals.406 The
indices i, j, k, l refer to the orbital spatial indices (running up to
the number of basis functions N), and σ refers to the spin index.
(ijσ|klσ′) are conventional two-electron integrals representing
the Coulombic interaction.405

The HF theory assumes Vxc(ρ̂) = 0 and Cx = 1. The key
approximation in KS-DFT (Cx = 0) is the form of V̂xc(ρ̂), which
is not known exactly. The first approximation used was the local
density approximation (LDA), which applied the free electron
gas to give expressions for exchange and correlation in
V̂xc(ρ̂).382,407 Another important approximation is the general-
ized gradient approximation (GGA).374,381,408 The original
DFT models still show widespread use, both in their pure form
for periodic systems, and as components for more complex
approximations. For example, approximations for molecular
systems now combine LDA and GGA with HF exchange in
various ratios to form so-called hybrid functionals. Notable
examples of hybrid functionals are B3LYP (Becke’s exchange
functional with 20% HF exchange (Cx = 0.2) paired with Lee,
Yang, and Parr’s functional for correlation)406 and PBE0 (the
Perdue, Becke, and Ernzerhof functional coupled with Cx =
0.25).409 These functionals provide results that are in excellent
agreement with experimental quantities for a wide spectrum of
chemical systems.410−412 A well-known problem with DFT is
electronic over-delocalization and the appearance of spurious
charge-transfer states.413−415 This has been addressed using
long-range corrected functionals,416,417 which offer improved
accuracy for the calculation of spectroscopic properties and
excited states, and range-separated functionals,418−421 where the
fraction of HF exchange (Cx) varies depending on the distance.
While many hybrid functionals rely on some semiempirical

parametrization (such as B3LYP), another class of methods
involves empirically approximated t ̂ and V̂(ρ̂), eq 3.3. Popular
semiempirical parametrizations are AM1, PM3, PM5, ZINDO,
and a number of other varieties.11,13,390−392,422,423 These
methodologies typically severely truncate the four-index tensor
of the two-electron integrals, (ikσ|jlσ′), so that this array
effectively becomes 2-D and can fit in the computer memory.
For example, the AM1 model originally parametrized for
ground-state properties11 has been extensively used for ESMD
methods of conjugated molecules and provided reasonably
accurate results.424,425 DFTB is another family of methods that
uses a tight-binding approximation effective reduced represen-
tation derived fromDFTmodels.384−389 Bothmethods allow for
large calculations to be performed with less memory and higher
speed. Finally, we note that linear-scaling SCF methods have

been extensively developed over the past decades enabling
access to larger systems.426,427

The total electron energy of the molecule in the SCFmethods
is Eel = TR[(t ̂ + F̂(ρ̂))ρ̂], where the trace includes both spatial
and spin variables. To calculate ρ̂ and Eel self-consistently, F̂(ρ̂)
is prepared with trial ρ̂, and |θ⟩’s are calculated using eq 3.1. A
new ρ̂ is used to prepare a new iteration of F̂(ρ̂). This cycle is
repeated until a convergence criterion is achieved for ρ̂ and Eel.
Thus, the SCF iterations converge toward solution ρ̂g, with
[F̂(ρ̂g),ρ̂g] = 0, where square parentheses denote the Fermionic
anticommutator of two matrices. Eel obeys the variational
principle, establishing convergence of the energy toward a lower
limit of the true electronic energy. For both HF and KS theories
or their hybrid mixtures, it ensures that the wavefunction and
charge density are variational quantities.372 In particular, owing
to the variational principle, the gradients of the mean-field
ground-state energy, Eel = Tr[(t ̂ + F̂(ρg))ρg], become (for
derivation see Appendix C in ref 358)

ρ
ρ

∂
∂

= ∂ ̂
∂

+
∂ ̂ ̂

∂
̂

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅÅÅ

i

k

jjjjjjj
y

{

zzzzzzz

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑÑÑR
t
R

F

R
E 1

2
Tr

( )g
g

el

(3.5)

The derivatives of t ̂and F̂(ρ̂g) with respect to the nuclear degrees
of freedom apply only to the matrix elements of one-electron
and two-electron operators (eqs 3.2−3.4), which are routinely
calculated in all quantum-chemical packages. This exemplifies
the analytic gradient method (as opposed to slower numerical
differentiation) where the energy gradients are expressed in
terms of derivatives of theHamiltonianmatrix elements and thus
bypassing differentiation of other quantities such as the density
matrix ρ̂g. The total ground-state energy is E0(R) = Eel(R) +
Enuc(R), where the latter term is the Coulombic energy of
nuclear repulsion, which is calculated straightforwardly. Thus,
the solution of the SCF equations provides the ground-state

PES, E0(R), and its gradients, ∂
∂R
E0 .

3.1.2. Excited Electronic States within Linear Re-
sponse Formalism. Calculation of excited electronic states is
a subsequent step following the SCF ground-state procedure in
the family of single-reference methods. Among the simple and
practical techniques able to account for electronic correlation
effects present in excited states (such as excitonic effects) are the
Configuration Interaction Singles (CIS) and the TD-HF
theory.428 The respective DFT analogs are the Tamm−Dancoff
approximation (TDA) and TD-DFT methods.429 All these
approaches are flavors of the TD-SCF method, which computes
dynamics of the single-electron density matrix of the system
subject to an external perturbation.430 The working equations of
TD-SCF methods in the frequency domain are variations of the
random-phase approximation (RPA) eigenvalue equations,
which involve finding the eigenvalues of a tetradic matrix (the
flattened Liouville super-operator L̂) of dimension N2×N2,
where N is the number of basis functions:430

ξξ̂ = ΩL (3.6)

Here ξ is the TDMmapped to a vector ξ;̂ see discussion below in
section 3.1.2. The action of an operator L̂ on an arbitrary matrix
x̂ is defined as

ρ ρ̂ ̂ = [ ̂ ̂ ]̂ + [ ̂ ̂ ̂ ]L x F x G x( ) ( ), ( ),g g (3.7)

where F̂(ρ̂g) is given by eqs 3.2−3.4, and the operator Ĝ(x) is
defined as (compare to eq 3.4)
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∑̂ = ̂ − ̂ +σ σ σ σ
σ′

σ′ σ′x x xG J K f x( ) ( ) ( )ij ij ij
kl

ij kl kl,
(3.8)

Here, f ijσ,klσ′ is a functional derivative of V̂
xc(ρ̂g with respect to the

density projected to a given basis. The formal numerical cost of
diagonalizing the RPA matrix scales as O(N6), but effective
Krylov subspace algorithms and iterative diagonalization
techniques have been developed.431,432 This allows for efficient
calculation of the lower portion of the eigenspectrum of the RPA
matrix necessary for modeling electronic excitations. Recently,
methods have been developed to determine various eigenbands
of the matrix, allowing for calculations of a selective excitation
range.433 Overall, standard computation of excited-state proper-
ties for molecular systems (e.g., excitation energies, spectra, and
hyperpolarizabilities)401 are numerically efficient with O(N2) −
O(N4) complexity. Sparse matrix algebra has been used to
provide O(N) scaling for excited-state calculations in the AO
basis.401

Conventionally, the RPA eigenvalue problem is solved in the
MO representation,430

̂ ̂
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= Ω

i

k
jjjjj

y

{
zzzzz
i
k
jjj

y
{
zzz

i
k
jjj

y
{
zzz

A B

B A

X
Y Y

X

(3.9)

The submatrices Â and B̂ are fourth-order tensors flattened to
matrices; i.e., they have a super-operator structure defined on the
Liouville space (NoccNvirt) × (NoccNvirt), where Nocc and Nvirt
denote the Hilbert spaces of occupied and virtual MOs,
respectively, with N = Nocc + Nvirt. The tetradic elements of
these matrices can always be chosen to be real. They are given in
the canonical MO basis as430

λ λ δ δ δ σ

σ δ

= − + | σ′ +

− | σ′

σ σ σ σ σ

σ

σ′ σ′ σ′

σ′

A ik jl f

C kl ij

( ) ( )

( )

ik jl k i ij kl ik jl

x

, ,

(3.10)

σ σ δ= | σ′ + − | σ′σ σ σσ′ σ′ σ′B ik jl f C jk il( ) ( )ik jl ik jl x, , (3.11)

where indices i,j(k,l) run over occupied (virtual) MOs. In eq 3.9,
the matrices Â and B̂ are Hermitian. The matrix Â is identical to
the CIS matrix, being diagonally dominant for typical molecules.
When neglecting B̂, diagonalization of Â gives the CIS excitation
energies for a HF approach, while for DFT methodologies, it is
known as the TDA.429 The first term of Â in eq 3.10 gives a
zeroth-order approximation to the excitation energies as the
differences between the single-particle excitation energies, i.e.,
differences betweenMO eigenvalues fromHF or KS. The rest of
the elements of Â and B̂ are additional Coulomb and exchange-
correlation terms.
The Xa and Ya in eq 3.9 are, respectively, the particle−hole

(ph) and hole−particle (hp) interband components of the TDM
ξa for a given eigenstate a. We will use the TDM extensively for
analysis of properties of electronic excitations (see section 3.5).
For now, we will give its matrix form in MO representation as

ξ ̂ =
̂

̂

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑÑ

Y

X

0

0
a

a

a (3.12)

where X̂a and Ŷa (tensorially mapped to arrays Xa and Ya) are
Nocc×Nvirt and Nvirt×Nocc matrices, respectively. The eigenvec-
tors ξa are normalized as

ξ ξ ρ ξ ξ δ⟨ ̂ | ̂ ⟩ = ̂ [ ̂ ̂ ] =Tr( )ga b a b ab
T

(3.13)

where superscript T stands for transpose matrix, square
parentheses denote Fermionic anticommutator of two matrices,
and δ is a Kronecker delta. The TDM, ξâ, between the ground
state and ath excited state is representative of a family of single-
electron density matrices,

π ψ ψ= ⟨ | | ⟩†c c( )ab ij a i j b (3.14)

where indices a and b label the adiabatic electronic eigenstates of
the system (solutions of the static electronic Schrödinger
equation, eq 2.4), and indices i and j run over the basis functions.
c and c† are the electron creation and annihilation operators,
respectively. Thus, π̂00 = ρ̂g is the ground-state density matrix,
π̂aa is the density matrix of the ath excited state, π̂0a = ξâ is a
TDM corresponding to the |ψ0⟩→|ψa⟩ electronic transition, and
the rest π̂ab are TDMs between excited states. Notably, for the
majority of molecules, the X component (originating from the
prevailing CIS term) in the TDM dominates because elements
of B̂ represent higher-order electronic correlations and their
magnitudes are small compared to those of matrix Â.
Consequently, the CIS or TDA (B̂ = 0, Ŷ = 0 in eq 3.9) is
considered a good approximation for computing excited states
and is widely used as a simplification for the original RPA
problem.
To this end, the solution of the RPA eigenproblem (eq 3.9)

results in a manifold of excited states with transition energies,
Ωa(R), and their respective TDMs, ξâ(R), for a given nuclear
geometry, R. The excited-state energies are determined as Ea(R)
= E0(R) + Ωa(R).

3.1.3. Excited-State Gradients and Non-adiabatic
Couplings. Finally, energy gradients (forces) and NACs in
TD-SCF methods are the remaining ingredients for NAMD
techniques,434,435 which can also be calculated analytically. A
detailed formalism for calculating these quantities is involved,
and it has become the subject of numerous technical
reports.434−442 Here, we provide only an outline and ideas of
numerical procedures developed for this purpose.
Analytic gradients require a variational formulation for the

excited-state energy.443−445 In TD-SCF methods, the excited-
state energy is formally not a variational quantity with respect to
the ground-state density matrix, ρ̂g. A variational formalism for
the excited-state energy446 introduces the difference density
matrix, δρ̂aa, which being added to ρ̂g results in the excited-state
density matrix ρ̂aa = ρ̂g + δρ̂aa for state a. The difference density
matrix δρ̂aa = T̂aa + Ẑaa consists of so-called unrelaxed T̂aa and
relaxed Ẑaa components determined using Lagrange multipliers
in a free energy functional. For example, the unrelaxed density
matrix T̂aa can be calculated as403

ξ ρ ξ̂ = [[ ̂ ̂ ] ̂ ]T
1
2

, ,aa a g a
T

(3.15)

where intraband particle−particle (pp) and hole−hole (hh)
components T̂aa

pp and T̂aa
hh are Nocc×Nocc and Nvirt×Nvirt matrices,

respectively. The unrelaxed part is calculated with the Z-vector
matrix equation (not shown) after the excitation energies have
been calculated.403,446,447 Overall, this adds a relatively minor
numerical cost compared to solution of RPA eq 3.6 or 3.7.
Provided calculated difference density matrix δρ̂aa, the gradients
of the transition energyΩa(R) for state a in the orthogonal basis
can be calculated as447
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(3.16)

where
ρ∂ ̂ ̂

∂

F

R

( )g and
ξ∂ ̂ ̂

∂
V

R

( )c
T

are derivatives of the Fock and Coulomb

Hamiltonian matrix elements defined by eqs 3.2 and 3.3 with
respect to the nuclear degrees of freedom, similar to the case for
ground-state gradients in eq 3.5.
As discussed in section 2.1, the NACRs, dab(R) =

⟨ψa(r,R)|∇R|ψb(r,R)⟩r (eqs 2.5 and 2.6), describe the mixing
of two adiabatic wavefunctions due to vibrational nuclear
motions. NACRs are the final essential ingredient for NAMD
simulations. Propagating dynamical trajectories, such as solving
the TDSE (using Ehrenfest eqs 2.17 and 2.19), frequently
requires computing only the time-dependent NACT scalars, Ṙt·

dab(R) = ψ ψ∂
∂r R r R( , ) ( , )

r
a t b . Notably, both NACR and

NACT values can be calculated directly from the overlaps of the
adiabatic electronic wavefunctions (finite difference ap-
proach).448,449 While seemingly straightforward, such an
approach requires careful evaluation of the overlap of formal
excited-state wavefunctions related to TDMs. Additionally, it
needs to account for rotation of the atomic basis (Pulay
forces).450 Alternatively, a route similar to that which is used for
gradients can be applied for NACR and NACT which leads to
analytic techniques. Calculating NACs analytically in TD-SCF
approaches, where there are no explicit wavefunctions, is
challenging. The first step is calculation of TDMs between
excited states a and b, π̂ab = T̂ab + Ẑab, which has unrelaxed T̂ab
and relaxed Ẑab components. Similar to the calculation of state
density matrices, the unrelaxed component is given by T̂ab =

ξ ρ ξ[[ ̂ ̂ ] ̂ ], ,a b
1
2

T
g , whereas calculation of the relaxed component is

numerically involved and Ẑab can be determined using a variety
of techniques and different approximations.401,439,451−453 For
example, in our group we have been using an approximate
expansion of Ẑab into a set of ground- to excited-state TDMs ξ
derived from the nonlinear optical response formal-
ism.401,454−456

Once TDMs between excited states π̂ab are known, analytic
NACRs and NACTs in the TD-SCF approaches can be
represented in the Hellmann−Feynman form, given in the
orthogonal orbital basis as401,435
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where
ρ∂ ̂ ̂

∂

F

R

( )g and
ρ∂ ̂ ̂

∂

F

t

( )g are the derivatives of the Hamiltonian

matrix elements from eq 3.2 with respect to nuclear coordinates
and time, respectively.
For more details, we refer the reader to a summary of methods

and considerations in computing NACs in TD-SCF methods in
a review.140 Chernyak and Mukamel were the first to show how
NACs could be calculated analytically using linear response

(LR) TD-SCF methods based on the Hellmann−Feynman
theorem.435,436 Practical implementations required, however,
exploration of multiple aspects. Initially, the focus has been on
computing couplings between the ground and excited states, for
which expressions exist and have continued to be developed
both for the plane-wave pseudopotential457 and AO basis.458

More recently, the analytic form for NACs between excited
states has been derived for TD-DFT,459,460 thus allowing further
research in areas of photochemistry and photoexcitation
dynamics that involve excited state-to-excited state transitions.
For example, Furche and co-workers have performed FSSH
simulations using atom-centered Gaussian basis sets coupled
with hybrid TD-DFT methods. They successfully demonstrated
the approach to model photochemical reactions in several large
molecular systems.10 Unlike the plane-wave basis sets,
computing the exact gradients and NACs using the local basis
set requires Pulay corrections435 to account for the coordinate
dependence of the basis functions. The translational and
rotational variance of the NAC matrix elements461 is another
important consideration. The absence of translational invari-
ance, previously dealt with using electron translation factors that
impose a fixed reference origin for each electronic state,462 has
been solved by Subotnik and co-workers who realized that
ignoring all matrix elements involving the antisymmetrized
derivative of the overlap matrix recovers translational invariance
and momentum conservation during dynamics.463 Thus, the
need for accurate NACs in TD-SCF has been recognized and is
now essentially solved.

3.2. Solvation Effects in Excited-State Dynamics

Another important aspect in NAMD simulations of realistic
molecular systems are the interactions of the system with a
dielectric or solid-state environment. Possible interactions
between the solute and solvent include charge-transfer,
dispersion, polarization, and Coulombic interactions.464,465

Solvent can have a drastic effect on optical properties and
photoexcited dynamics of molecular chromophores,466,467 yet
modeling the excited-state properties of solute−solvent systems
remains a difficult task for quantum chemistry.468 Here, we are
concerned with modifications of excited-state energies, their
gradients, and the respective NACs due to presence of the
dielectric environment. A full QM treatment of a solute in a
solvent is prohibitively expensive for most methods. Therefore,
models of reduced complexity have been used to describe the
solvent or other environment. In general, these approaches can
be divided into two classes, namely implicit and explicit
solvation models.
In the continuum (implicit) approach, the solute is modeled

as a system embedded in a dielectric cavity.469 The system-
environment interaction is then mediated by an environment
dielectric constant. Consequently, the Coulomb interactions in
the solute Hamiltonian are effectively screened by the cavity
polarization caused by the solute charge density. The dielectric
continuum model has the added advantage of being an effective
average over solvent configurations. This averaging is reflective
of most experimental measurements and would otherwise need
to be performed by simulating multiple distinct molecular
configurations. Across many variations of implicit solvent
models,469−472 the most popular is the polarizable continuum
model (PCM) which uses a self-consistent reaction field to
determine the ideal cavity charges.472 A numerically less
expensive scheme is the conductor-like polarizable continuum
model (CPCM)471 frequently denoted as the conductor-like
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screening model (COSMO),473 where the cavity charges are
determined directly from a single system of linear equations at
each SCF iteration. In contrast, determining the cavity charges
in PCM is more complex and computationally demanding.
While numerical simulations rely on the realistic molecular
cavity shape, simpler spherical or elliptical shapes (Onsager
models) allow for an analytic solution for an effective solvent
potential.474,475

In contrast, the hybrid quantum mechanics/molecular
mechanics (QM/MM) approach embeds the QM part of the
system into an explicit solvent orMMpart described by a chosen
classical force field.476 Here, treatment of the solvent−solute
interaction is conceptually similar to the implicit methods. For
example, mutual polarization of QM andMMpartitions requires
that the solute charge density and solvent polarization terms be
determined self-consistently.477 While, numerically involved
compared to PCM, the QM/MM methods are more accurate
and have been taking a leading role in MD simulations for both
ground and excited states.478 The QM/MM method is also
commonly used to treat large biological complexes, such as
proteins, in explicit environments. In these simulations, a
selected site of interest (usually a few amino acids or a
chromophore) is treated at the QM level while the larger
remainder of the protein is treated at the lower MM level.479,480

For example, QM/MM strategies were recently used to study
photodynamics of retinal in the presence of the surrounding
opsin protein.481 Surface hopping has also been combined with
QM/MM approaches. Early work on fitting molecular
mechanics valence bonding force fields to CASSCF/CASPT2
data lead to some of the first NAMD simulations using
multireference electronic structure.482−485 As computational
capabilities increased, on-the-f ly QM/MM, where a portion of
the system is treated explicitly with high cost electronic
structure, e.g., CASSCF, while environment is treated by a
force field, have been combined with surface hopping.486−489

When a clear system and environment separation exists, this
allows for high accuracy excited-state properties with explicit
treatment of solvent and environmental effects. The QM/MM
NAMD method has been successfully applied to study
photoinduced processes in biological chromophores and
photoreceptors in their explicit native environments providing
experimentally accurate modeling of spectroscopic data and
vibrational coherences.260,486,487,489−491

Although wavefunction (many-body) variations of both
implicit and explicit solvation methods exist for both ground
and excited-state calculations, we seek to review their application
to excited-state dynamics within TD-SCF methods.
3.2.1. Solvent Effects and Analytic Gradients in TD-

SCF Methods. Overall, implicit solvation methods are well
established for ground-state electronic structure calculations
using SCFmethods, such as HF and DFT. Here the Fock matrix
F̂(ρ̂) of a molecule in a vacuum (eq 3.2) is modified by the
addition of an effective solvent potential, V̂s(ρ̂), as

492

ρ ρ ρ̂ ̂ = ̂ ̂ + ̂ ̂F F V( ) ( ) ( )LR s (3.19)

The operator V̂s(ρ̂) describes an electrostatic interaction
between the solute and solvent charge densities and is well
determined within QM/MM or PCM methods. For example, it
is explicitly defined in the case of the COSMO framework473 and
in the Onsager spherical cavity model with radius R, dielectric
constant ε, and dipole μ̂, it is given as V̂s(ρ̂) = μ μρ̂ ̂ ̂ε

ε
−

+
−R Tr( )1

0.5
3 .

Consequently, the mean-field (solute) and reaction field

(solute−solvent) solution [F̂LR(ρ̂g),ρ̂g] = 0 is achieved self-
consistently within the same iteration cycle.
In contrast, TD-SCF methods require both ground- and

excited-state calculations (CIS, TD-DFT, etc.). Here, the
mutual polarization involves the excited-state electronic density,
which complicates the TD-SCF equations. Much work has gone
into developingmethods to take this polarization into account to
achieve self-consistency between solute charge density and
effective solvent potential. Developed methods involve different
relationships between solvent effects in the ground state and
excited states.492−494 So far, several schemes were offered for
simulating solvent effects for the excited states in TD-SCF
methods. In the linear response (LR) model, the solvent is
polarized by the transition density (TD).492,495,496 It describes
solvent effects for electronic excitations with permanent dipoles
similar to the ground state, which have significant transition
dipole moments (bright states) or higher-order transition
multipoles. Here, after the completion of the ground-state
SCF cycle, the modified Liouville operator L̂LR is defined as494

ρ ρ ρ̂ ̂ = [ ̂ ̂ ]̂ + [ ̂ ̂ ̂ ] + [ ̂ ̂ ̂ ]L x F x G x V x( ) ( ), ( ), ( ),LR LR g g s g (3.20)

Similar to the isolated molecule case, the calculations within the
LR formalism proceed in a two-step fashion; i.e., the ground-
state SCF loop is followed by RPA diagonalization for excited
states (eq 3.9). Consequently, the gradients for the excited states
can be calculated in the LR scheme. For instance, analytic
gradients were formulated for the LR model in TD-DFT by
Scalmani et al.492

Despite the computational simplicity of the LR scheme, the
lack of effects from the excited-state electronic density has
serious drawbacks. For example, excited states with significantly
different permanent dipole moments are expected to have
dissimilar stabilization by a solvent. In particular, this is the case
for charge-transfer excitations, for example, in organic semi-
conductors.497−500 Moreover, with the LR model, the time-
dependent Stokes shift and thus fluorescence solvatochromism
cannot be described adequately.501−505 Subsequently, so-called
state-specific (SS) solvation models introduced by Improta et
al.501,506 allow inclusion of an excited-state polarization. This
approach involves the choice of a specific state to form the
solvent potential by its unique electronic density. However,
upon addition of an effective potential that depends on the
excited-state density of a specific electronic state to the SCF loop
and the RPA eigenvalue equation, a coupled system of nonlinear
equations emerges. For example, the state-specific Fock operator
becomes

ρ ρ ρ ρ̂ ̂ ̂ = ̂ ̂ + ̂ ̂F F V( , ) ( ) ( )aaaaSS s (3.21)

where ρ̂aa is a density matrix of the excited state of interest
obtained after solving the RPA eigenproblem with the state-
specific Liouville operator L̂SS, defined as494

ρ ρ ρ ρ̂ ̂ = [ ̂ ̂ ̂ ]̂ + [ ̂ ̂ ̂] + [ ̂ ̂ ̂]L x F x G x V x( ) ( , ), ( ), ( ),aaSS SS s (3.22)

An iterative solution including the ground-state SCF and RPA
eigenvalue equation to obtain both ρ̂g and ρ̂aa is then necessary
with self-consistency occurring in the excited-state charge
density and effective solvent potential. It is important to note
that the variational principle of the ground-state SCF equations
is not necessarily applicable when a potential dependent on the
excited-state density matrix is added to the ground-state Fock or
KS matrix and thus significantly complicates the calculation of
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gradients in this model, in practice, making it numerically
intractable for analytic gradient methods.
Consequently, intermediate schemes, referred to as the

vertical excitation (VE) model507−512 and corrected linear
response (cLR) model,493 have also been developed. In the VE
model, the effective solvent potential in the ground state
depends only on the ground-state density matrix, but in the
ground state-to-excited state transitions it depends on the
excited-state density matrix.507 Here the modified Liouville
operator adopts the form494

ρ ρ ρ̂ ̂ = [ ̂ ̂ ]̂ + [ ̂ ̂ ̂ ] + [ ̂ ̂ ̂ ]L x F x G x V T( ) ( ), ( ), ( ),aaVE LR g g s g

(3.23)

An artificial separation of the ground- and exited-state parts of
ρ̂aa is performed so that the SCF iterated ground-state density
matrix has no dependence on the excited-state density. In
addition, the relaxed Ẑaa component of ρ̂aa is neglected. The VE
model can be thought of as being SS in the excitation calculation
and similarly solved self-consistently with iteration only over the
RPA eigenvalue equation. The cLR model is essentially a single

iteration of the VE model using a relaxed excited-state density
and has similar properties, but is not a self-consistent method.
Thus, in the SS approach and its approximate VE and cLR

models, the solvent is polarized by the excited-state charge
density. This allows modeling of energetics of charge-transfer
states in comparison with excitonic electronic states with no
permanent dipole moment, which cannot be achieved with LR
solvation.417,515 Moreover, the simplification introduced in the
VE method restoring sequential simulations of ground and
excited states in the TD-SCF methods, allows for a variational
formulation and calculations of analytic gradients. The analytic
gradient of the VE model was developed by Bjorgaard et al.513 A
similar formalism was further adapted and implemented in a
standard TD-DFT framework by Guido et al.516 and is used to
develop analytic gradients for polarizable QM/MM simula-
tions.517 In addition, the analytic gradients of the VE model in
equation of motion coupled-cluster theory508 and of the SS
model in a symmetry-adapted cluster-configuration interaction
theory509 have been formulated.
To exemplify performance of these models for excited states

in four molecules of different polarity, Figure 8A shows

Figure 8. Demonstration of various solvent models. (A) Lowest four excitation energies (Ω) denoted with blue, purple, red, and green colors
calculated using linear response (LR, dot-dash), vertical excitation (VE, dash), and state-specific (SS, solid) solvent models as a function of dielectric
constant ε. For VE and SSmodels, each ground state-to-excited state transition is calculated using the SS charge density such that each transition is fully
relaxed within the effective solvent potential for state k = 1, ..., 4. (B) Change in potential energy ΔE of the first singlet excited state during dynamics
after photoexcitation for p-nitroaniline using VE (top) and LR (bottom) with an Onsager-type potential as a function of dielectric constant ε. (C)
Time-dependent populations in non-radiative relaxation of a prototypical donor−acceptor substituted p-phenylene-vinylene oligomer (inset)
obtained with non-adiabatic molecular dynamics simulations with LR solvent model as a function of dielectric constant ε. (D) Change in the potential
energyΔE of acetaldehyde during excited-state molecular dynamics. Solvent parameters for acetonitrile andwater are used. Dashed lines correspond to
frozen nuclei. Initially increasing lines correspond to post-photoemission simulations, and initially decreasing lines represent post-photoabsorption
simulations. For post-photoabsorption simulations, ΔE = ΔEes, while for post-photoemission simulations, ΔE = ΔEgs. Panel A: Reproduced with
permission from ref 494. Copyright 2015 AIP Publishing. Panel B: Reproducedwith permission from ref 513. Copyright 2015 AIP Publishing. Panel C:
Reproduced with permission from ref 137. Copyright 2018 American Chemical Society. Panel D: Reproduced with permission from refs 494 and 514.
Copyright 2016 AIP Publishing.
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dependence of excitation energies as a function of the dielectric
constant.494 Here COSMO model was used with the same
dielectric constant for both ground- and excited-state calcu-
lations. For example, transition 2 (top panel) and 1 (second
panel from the top) exhibit solvent shifts in the LR method
owing to the larger transition dipole. In contrast, transitions 1
and 4 (bottom panel) have significant solvatochromism in VE
and SS models because of their large permanent-state dipole
moments, and can be identified as excitations with charge-
transfer character. The microcanonical dynamics (with total
energy conserved) of the first excited state of p-nitroaniline
within LE and VE models is shown in Figure 8B.513 The
molecular conformation associated with the large decrease in
energy with the VE model at 40 fs appears due to out of plane
bending of the nitro group. Thus, accurate simulations of
fluorescence solvatochromism includes relaxation of the
molecular structure on the excited-state PES and thus mandates
the use of the solvation models.497,518,519

In NAMD simulations, NACs are affected by the solvent and
are effectively “screened”. A recent study reported implicit
solvent effects in excited-state NAMD using the LR solvent
model exemplifying modifications of the PESs and NACs.137

The relaxation dynamics of substituted oligomers was found to
be highly dependent on the solvent, and the effect increases with
the polarity and electron-withdrawing strength of the sub-
stitution group. Shown in Figure 8C is the population of
essential excited states in the internal conversion process using
several dielectric constants. A large dielectric constant slows
down the overall relaxation rate owing to the increased
participation of the S2 state in the relaxation process due to
the solvent screening effect.137 Multi-state NAMD simulations
with SS-type models are yet to be studied for realistic molecular
systems due to lack of analytic gradients and different SS
stabilization of excited states participating in the dynamics (e.g.,
excitonic vs charge-transfer types of excitations). The PESs and
NACs are expected to be substantially modified by solute−
solvent interactions in these cases.
3.2.2. Non-equilibrium Solvent Effects. As described

above, modeling excited-state dynamics in the presence of
solvent may be complicated due to a formal lack of analytic
gradients and different solvent stabilization for various excited
states. An additional important dynamical aspect is that the
solvent response is not instantaneous. When a fast process
occurs in a solute, such as electronic excitation, a polar solvent
will usually not reach an equilibrium with the solute on the same
fast time scale. The solute−solvent system evolves in a non-
equilibrium state.502,520−522 Generally, such response of the
solvent can be described by its complex dielectric permittivity,
which frequently is approximated using a combination of fast
and slow time scale limits. Here optical and static dielectric
constants are related to the solvent response to oscillating
electric fields of infinite and zero frequency, respec-
tively.464,465,523 This approximation, however, fails in dynamical
simulations where the evolution of both solute and solvent
subsystems occurs on a range of time scales, and the memory
effects in the dynamic responses are present and can be
important. Photoisomerization and dynamic Stokes shift in
solution497,520,521,524 exemplify solvent effects on the solute
charge redistribution processes, which happen in many chemical
reactions.Within explicit solvation, the solvent inherently carries
information about the past configuration being rearranged by
the solute. In implicit models, the solvent relaxation is frequently
approximated by the Debye model based on a single exponential

function.525 Here frequency-dependent permittivity ε(ω) is
given by

ε ω ε
ε ε

ωτ
= +

−
+∞

∞

i
( )

1
0

D (3.24)

where ε0 and ε∞ are the static and optical dielectric constants,
respectively, and τD is the Debye relaxation time for a given
solvent. Subsequently, the solvent reaction potential, t( ),
induced by the time-dependent molecular charge density has a
memory component, t( )M , related to previous time steps
expressed within a Debye model as

+ Δ = τ−Δt t t( ) e ( )t
M

/ L (3.25)

where the parameter τL = τDε0/ε∞ is called the longitudinal
relaxation time. This introduces the effective solvent relaxation
time which may have a complex interplay with NAMD time
scales.
Other models generalize the solvent response to multi-

exponential or nonexponential behavior such as the Cole−
Davidson model.526 Overall, derivation of the solvent reaction
potential, t( ), is nontrivial and is subject to many
approximations, which were the focus for the development of
theoretical methodologies over many years.502,522,527,528 In the
context of TD-SCF methods, Ingrosso, Mennucci, and Tomasi
extended these methods to a more realistic model of the solute
cavity with the integral equation formalism of PCM in LR-TD-
DFT.529 Following this, Caricato et al. presented a multistep
integration procedure for the same model, again with frozen
nuclei.530 Recently, Ding, Lingerfelt, Mennucci, and Li extended
these methods to real-time TD-DFT simulations of electronic
dynamics with the CPCM531 while Corni, Pipolo, and Cammi
formulated time-dependent solvent effects for several versions of
PCM, including CPCM, and applied them to real-time TD-
DFT.532 Subsequently, the energy gradients and forces for the
non-equilibrium solvent effects were formulated and applied to
excited-state BOMD to model these dynamic solvent effects.514

Figure 8D summarizes the results for the latter formalism for
excited-state dynamics of acetaldehyde in the gas phase and
solvents following light absorption or emission events on the
lowest excited state or ground state, respectively. When the
nuclei are frozen, the potential energy reaches an equilibrium on
a τL time scale. A similar trend is seen in simulations withmoving
nuclei, although the signatures of vibrational modes coupled to
the electronic system are pronounced.514 Overall, a combination
of SS and non-equilibrium implicit solvation models may
potentially overcome the issue of the lack of SS analytic
gradients by allowing the excited-state BOMD to be followed
with lagging solvent response. Conducting the NAMD
simulations with non-equilibrium solvation is an important
future direction toward quantitative modeling of chemical
dynamics in the condensed phase.
3.3. Propagation of Dynamical Trajectories in NAMD

We outlined how to obtain excited-state energies, gradients, and
NACs in the framework of TD-SCF methods in section 3.1, and
in the presence of dielectric environment (solvent) in section
3.2. Here, we discuss some practical numerical aspects of
performing the NAMD simulations using one of the techniques
described in section 2 (Ehrenfest, FSSH, MCE/AIMC, etc.).
while keeping in mind the importance of comparisons with
experimental spectroscopies typically probing time-evolution of
an ensemble of molecular systems in a certain solvent (or solid-
state) at specific thermodynamics conditions.
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3.3.1. Initial Conditions and Thermostat. Typical
NAMD simulations propagate a swarm of trajectories. This
frequently addresses both the complex conformations that soft
molecular structures sample at given conditions, as well as
stochasticity and branching of individual trajectories common
for non-adiabatic regions. Sampling of initial conditions (or
phase space of initial coordinates and momenta) is thus the first
step in the NAMD modeling. Different procedures can be
followed to achieve this task. One way to perform such sampling
is via Wigner distribution (or quantum sampling) that requires
calculation of vibrational normal modes and assumes that the
molecule is at its ZPE level where each vibrational degree of
freedom α has energy ℏωα/2. Another common approach is to
sample the phase space from classical MD trajectories under the
assumption that the system is in a thermal equilibrium with its
environment. In this temperature sampling, each vibrational
degree of freedom has kT energy. Typically, for room
temperature, the quantum sampling has broader vibrational
amplitude compared to that obtained from MD run at a given
temperature.533 The ultimate answer for a superior way to
represent the initial condition for excited-state NAMD is
unclear. One report533 argues the advantage of Wigner
distribution for a small molecule example. On the other hand,
temperature sampling may be more exhaustive and representa-
tive for flexible molecular systems by sampling multiple
metastable minima at ambient conditions. Below, we exemplify
the numerical procedure for obtaining temperature sampling.
Our goal is to obtain a set of initial snapshots (coordinates and

momenta) that are representative of the entire conformational
space embraced by the equilibrated ensemble of molecules at
given thermodynamic conditions. These can be obtained from
the sufficiently long ground-state classical MD trajectories in the
presence of a thermostat that accounts for simple thermal bath
effects.534 For example, in the case of the Langevin thermostat,
nuclei evolve along the ground-state PES, Eg(Rt), according to
constant-temperature Langevin dynamics:535,536

γ∇̂ · ̈ = − − ̇ +m R R P AE ( )R t t t tg (3.26)

where R̈t is the nuclear acceleration vector. At is the stochastic
force that depends on the bath temperature, T, and the friction
coefficient, γ (ps−1). Obviously, translational and rotational
degrees of freedom need to be excluded in the Cartesian
coordinates to consider 3N− 6 nuclear degrees of freedom. In
energy-conserving dynamics (eq 2.8) or thermostat (eq 3.26)
conditions, nuclear degrees of freedom are propagated using
Verlet integration in a microcanonical scheme.534

As an alternative, different thermostat models537−540 can be
applied to the classical Newton equations to attain the desired
temperature. For example, the Berendsen thermostat541 involves
the rescaling of velocities at each time step, Δt, according to a
certain bath time relaxation constant, τT (ps−1), in order to
achieve a desired T0 temperature according to

χ̇ = ̇˜R Rt t (3.27)
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In contrast, the Andersen thermostat537 randomly assigns
particles new velocities. It should be noted here that neither
the Berendsen nor the Andersen thermostats conserve the
canonical phase space ensemble542 while the Nose−́Hoover
thermostat, in contrast, does preserve such a distribution.543

For relatively small (10−50 atoms) and semirigid molecular
systems, sufficient conformational sampling can be attained with
long (typically up to 10 ns) ground-state simulations performed
using the native electronic structure methodology to be used
later for excited states. In practical terms, several such
trajectories can be started in parallel from slightly different
geometries and the snapshots can be further sampled every 1−
10 ps after sufficient equilibration.544 The next subsection
(section 3.3.2) discusses statistical convergence of these
simulations. Moreover, larger molecules with many conforma-
tional degrees of freedom may not be easily sampled with such
on-the-fly ground-state dynamics. In such cases, the simulations
can proceed in two steps. First, MD with classical force fields
such as AMBER, CHARMM, GROMOS, OPLS, etc.545 can be
conducted to identify and sample possible PES basins
corresponding to molecular conformers. Since the ground-
state PES in the desired electronic structure methodology and
classical force field are generally different, the molecular system
should be adapted to this new level of approximation: The
second step is then to run ground-state trajectories with an
electronic structure code starting from the broad set of initial
conformational snapshots derived from classical MD. Here the
trajectories can be relatively short aiming to attain equilibrium
toward collecting a snapshot. For example, this technique was
applied to sample diverse ground-state conformations (Figure
9A) at ambient conditions for subsequent NAMD simulations in
the case of a large dendrimer.310,546 Moreover, the presence of
directional interactions and weak bonds between the solute and
solvent molecules can have significant effects on the conforma-
tional sampling. Because of that, introducing selected explicit
solvent molecules is recommended. Ideally, the respective QM/
MM simulations should be applied to achieve an accurate
temperature sampling.
The NAMD simulations can then start after Franck−Condon

excitations to the excited-state manifold using coordinates and
momenta obtained from the collected snapshots. Here, a
frequent initial step is to benchmark against the experimentally
measured optical absorption spectrum, which can be calculated
as a histogram of the excited-state energy values, obtained from
each snapshot, weighted by their corresponding oscillator
strengths.547 The initial conditions for NAMD simulations are
completed once the initial excited states are populated according
to a laser excitation wavelength, pulse width, excited-state
transition dipole moments/oscillator strengths, etc. For
example, in Ehrenfest or FSSH simulations, this corresponds
to assignment of the initial values of the quantum coefficients.
The initial excited states can be chosen according to a Gaussian-
shaped Franck−Condon window defined as
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where Ωa and fa represent the energy and the normalized
oscillator strength of the ath excited state, respectively, Elaser is
the central energy of a laser pulse, and σ is related to the full
width at half-maximum (fwhm), defined by fwhm = σ2 2 ln 2 .
The subsequent NAMD simulations can be run either at

constant energy (eq 2.8) or constant-temperature (eq 3.26).
Typically, inclusion of a thermostat is critical for ground-state
conformational sampling, and has less effect on the electronic
energy relaxation rates in ultrafast non-radiative excited-state
dynamics in large molecules.548

Chemical Reviews pubs.acs.org/CR Review

https://dx.doi.org/10.1021/acs.chemrev.9b00447
Chem. Rev. 2020, 120, 2215−2287

2241

pubs.acs.org/CR?ref=pdf
https://dx.doi.org/10.1021/acs.chemrev.9b00447?ref=pdf


3.3.2. Statistical Averages andNumber of Trajectories.
Propagation of the swarm of trajectories underpins many
NAMD approaches (section 2). Depending on the system
complexity and diversity of photoinduced pathways, a large
number of trajectories may be needed for statistical averaging.
The numerical cost of computing an ensemble of trajectories can
impose limitations. The independent trajectory approximation
featured in FSSH234,544 (section 2.2.2) provides the advantage
of running computations on multiple processors in a trivially
parallelizable fashion. Dynamical trajectory cloning and depend-
ent trajectory methods68,346,353 (section 2.5.4) may be

challenging for parallel implementation and scaling up. Here,
we demonstrate convergence of the non-radiative relaxation rate
toward an average value in the FSSH approach for a polyatomic
molecule, where photoexcited dynamics follows a singular
pathway.
An ensemble of trajectories typically reflects the initial

condition including geometry distributions (molecular con-
formations; Figure 9A) and classical nuclear velocities, as
discussed in section 3.3.1. The realistic ensemble should sample
distinct distributions, including classical phase space (con-
formations and velocities), quantum sampling via stochasticity
(divergent trajectories originating from the same phase space
point but following separate paths), and an initial electronic state
since more than one state can be initially populated given the
finite laser pulse width. In the FSSH approach, these
distributions are sampled simultaneously by starting the
dynamics from different initial conditions (conformation,
velocity, and excited state) and propagating trajectories in a
Monte Carlo-like stochastic fashion.74,76,437,550

Sampling of initial conditions for molecular systems featuring
shallow PESs, such as torsions and librations, is challenging.533

For example, PPV oligomers (Figure 9B, inset) have such
torsional degrees of freedom. Figure 9B exemplifies convergence
of torsional angle distribution for an ensemble of ground-state
MD trajectories of distyrylbenzene. In that case, the geometry
sampling for soft torsional motions requires about 1000
statistically quasi-independent points (1 ns ground-state
trajectory sampled at 1 ps intervals). With sufficient initial
sampling, the next goal is ensuring statistical convergence of
hopping distributions in the NAMD simulations. Convergence
studies,544 Figure 9C, have revealed the time scale dependence
on the number of independent trajectories. Compared to the
reference ensemble of 1080 trajectories, 720 trajectories are
needed to reach a standard deviation of less than 2%. An
ensemble of 400−500 trajectories is sufficient to reach
convergence within 10−20% accuracy, which is a reasonable
compromise for numerical expense. Finally, the use of less than
100 trajectories is statistically inaccurate and, at best, only
qualitatively represents dynamical time scales. These studies
underscore only a specific molecular example and the FSSH
NAMD methodology. Different NAMD methods require
different numbers of trajectories to achieve statistical con-
vergence depending on the electronic structure methods,
complexity of the system, and sampling methods. For example,
such investigation for AIMC-MCE approach349,353,354 (section
2.5.4) is yet to be done. Overall, reaching statistical convergence
in terms of trajectories is an important consideration that should
not be overlooked.

3.3.3. Extended LagrangianMethods for Excited-State
MD (XL-ESMD). The time step is an essential parameter in any
MD simulation. A relatively large time step (typically Δt ≈ 0.5
fs) can be used for the propagation of nuclei in ground-state
Born−Oppenheimer molecular dynamics (BOMD) simula-
tions. In contrast, NAMD simulations require shorter values (Δt
≤ 0.1 fs) owing to steep gradients of the excited-state PESs and
ultrafast electronic dynamics occurring in the non-adiabatic
regions. While these issues are discussed in detail in sections
3.4.2 and 3.4.3, here we outline algorithmic tools that can
potentially lower the numerical expense for MD simulations in
SCF and TD-SCF methods.
Most of NAMDmethodologies (section 2) involve piece-wise

propagation of BO trajectories on a certain excited state.
Consequently, reusing the initial guess of the ground-state

Figure 9. (A) Ground-state conformational disorder of 1000
configurations of a branched dendrimer. (B) Convergence of
conformational sampling of distyrylbenzene indicated by the relative
probability of torsion angles, θ, in different ensemble sizes. The
distribution of initial geometries depends on the length of the sampled
ground-state trajectory (shorter trajectory yields narrower ensemble).
Constant 1 ps sampling interval was used in the current example. (C)
Calculated internal conversion time constants for the S1 population
growth in distyrylbenzene for trajectory ensembles of different sizes.
The average time constant (red pulses) and standard deviation (red
bars) are shown. Panel A: Reproduced with permission from ref 549.
Copyright 2015 American Chemical Society. Panels B and C:
Reproduced with permission from ref 544. Copyright 2012 AIP
Publishing.
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densitymatrix and excited-state TDMs to the respective iterative
SCF and TD-SCF optimizations from previous time steps seems
to be a practical and efficient solution. However, it is well
established that for SCF (and TD-SCF) the forces are not
conservative and the electronic degrees of freedom act like a heat
sink or heat source. The MD propagation then has broken time-
reversibility and results in unphysical energy drifts, unless very
accurate convergence of the electronic ground state is
reached.552−554 Car−Parrinello molecular dynamics (CPMD)
was the first approach overcoming this limitation. CPMD
enabled practical ab initio MD simulations for a broad range of
problems in chemistry and materials science555−557 including
some excited-state applications.558,559 This was followed by the
development of extended Lagrangian BOMD (XL-BOMD), a
parameter free method lifting the CPMD limitations on the
electronic steps.560 Finally, the XL-BOMD framework was
recently extended to excited-state BOMD (XL-ESMD) within
TD-SCF techniques.551

In the XLmethods, the initial guesses are not extrapolated, but
rather propagated as extended degrees of freedom, allowing
time-reversibility to be recovered. This is achieved by
introducing the extended variables into Euler−Lagrange
EOMs. Briefly, for excited-state BOMD, the Lagrangian is
given by

ρ ρ ξ̇ = ̇ · ̂ · ̇ − [ ̂ ] − Ω[ ̂ ]̂R R R m R R RE( , )
1
2

, , ,R t tt t t t
ES

g g g

(3.30)

where Eg and Ω are ground-state and transition energies,
respectively, depending on nuclear coordinates, Rt. The ground-
state density matrix is ρ̂g, and the TDM is ξ.̂ The extended
Lagrangian for XL-ESMD is then
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Here density matrices P̂ and ζ ̂ are new extended dynamical
variables that oscillate in harmonic wells centered around ρ̂g and
ξ,̂ respectively. μgs, μes, ωgs

2 , and ωes
2 are the fictitious electronic

mass and frequency parameters of the extended harmonic
oscillators for the ground state (gs) and the excited state (es),
respectively. In the limit of vanishing masses, the Euler−
Lagrange equations become decoupled.551 These correspond to
the original Newtonian EOM for the nuclei and two equations
for harmonic oscillators for extended variables P̂ and ζ ̂ (Figure
10A). The latter variables can be integrated into the propagation
scheme with the time-reversibility (e.g., through a modified
Verlet integration scheme561,562) and provide accurate approx-
imations to ρ̂g and ξ ̂ with a leading error that is only of second-
order in time step.
These propagation schemes are straightforward to implement

in most MD codes. Numerically, they can significantly reduce
the number of iterations required to solve for ρ̂g and ξ ̂ in each
time step in TD-SCF, while keeping the constant of motion
stable.551 Thus, XL-ESMD can provide a significant speed-up by
relaxing numerical convergence criteria and ensuring numerical
stability in ESMD by eliminating unphysical energy drifts as
demonstrated in Figure 10B. Applications of this method to

NAMD methods, such as Eherenfest dynamics and surface-
hopping techniques, can significantly improve numerical
efficiency, however they have yet to be implemented and tested
for NAMD simulations of realistic systems.
3.4. Non-adiabatic Coupling Terms and FSSH NAMD

The NAC vectors (NACRs; eqs 2.6 and 3.17) represent the
main ingredients for the propagation of the time-dependent
quantum coefficients in the TDSE. By definition, daa = 0 and dab
= −dba, such that there will be NS(NS − 1)/2 and (3M − 6)
NS(NS − 1)/2) unique NACTs and NACRs, respectively, for a
system of NS electronic states and M nuclei. Consequently, for
efficient NAMD simulations, numerical calculations of these
quantities along the dynamical trajectories discussed in the
previous section (section 3.1.3) is one of the primary
computational bottlenecks. For example, in both FSSH and
Ehrenfest dynamics NACTs need to be evaluated at each
trajectory point (section 2.2). They control the surface-hopping

Figure 10. (A) The extended Lagrangian methods for excited-state
molecular dynamics (XL-ESMD) framework in the time-dependent
self-consistent field (TD-SCF) method reduces computational cost
associated with iterative solutions of both ground and excited states.
(B) Total energy fluctuations are shown for energy-conserving Born−
Oppenheimer dynamics on the PES of the first excited electronic state
(S1) of acetaldehyde, starting from the optimal ground-state (S0)
geometry. Simulations are performed using conventional ESMD with a
fully converged SCF and random-phase approximation (RPA)
iterations, γ = 10−10 eV, or using XL-ESMD with relaxed convergence
criteria NSCF = 2 and γ = 10−4 eV. γ is a numerical threshold being the
absolute value of themaximal difference between subsequent ρ̂g and ξ ̂ in
SCF and RPA iterations, respectively. NSCF is the maximum number of
SCF cycles at each time step regardless of γ. Three cases illustrate non-
energy-conserving ESMD at low convergence thresholds γ and NSCF.
Case 1 corresponds to NSCF = 2 and γ = 10−4 eV, i.e., conventional
ESMD with no XL propagation. Case 2 is XL propagation of ρ̂g with
NSCF = 2 while using the previous solution for ξ ̂ as an initial guess for the
RPA equation iterated to γ = 10−4 eV. Case 3 corresponds to no XL
propagation of ρ̂g using NSCF = 2 but with XL propagation of ξ ̂ with γ =
10−4 eV. All three cases show a noticeable drift of energy in contrast to
XL-ESMD results. Reproduced with permission from ref 551.
Copyright 2018 American Chemical Society.
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probabilities in FSSH. Moreover, NACRs are required at each
hopping event for rescaling of the velocities in FSSH. Section
3.1.3 overviews the formalism of NAC calculations in the family
of TD-SCF methods. Here we outline some possible issues in
the numerical NAMD simulations related to NACs.
3.4.1. NACT Simplification Schemes and Essential

States. A common approach to reducing the computational
load imposed by NACTs is to reduce their number since the
NAC matrix (eq 2.6) is generally sparse. This can be done by
either restricting the number of coupling terms computed for a
fixed number of electronic states, or alternatively by reducing the
number of electronic states included in the simulation. The
complete coupling (CC) model includes all NS(NS−1)/2
coupling terms in order to describe coupling between all
possible pairs of states. In order to reduce the computational
demand, approximations of the CC model that involve only a
fraction of the NACTs have been proposed. The simplifications
introduce error in the propagation of electronic wavefunction
coefficients (eq 2.16) and can also restrict the available
relaxation pathways by decoupling states. We illustrate the
consequences of such reduction on an example of FSSH
simulations. Figure 11A,B summarizes the comparison of
excited-state populations obtained from the FSSH NAMD
simulations performed with the CC model, and crude
approximations such as the partial coupling (PC) and two-
state (TS) models. The PC limits NACTs only between the
current state of interest (the state that defines the nuclear
propagation) and all other states reducing the number of
coupling terms to NS − 1. The TS model is a more drastic

approximation in which only one NACT is evaluated,
specifically the coupling between the current state of interest
and the state directly below in energy.
The simplified models have been demonstrated to work well

in reproducing the CC results for small molecules with few
excited states, such as the photoexcited dynamics of
methaniminium cation with three electronic states563 shown
in Figure 11A. The simplified models have been also tested for a
large polyatomic molecule (distyrylbenzene),544 to model the
three-state and 15-state electronic relaxation, Figure 11B. TS
and PC approximations reproduce the essential features of the
CC modeling for the three-state system. However, extension to
the realistic 15-state system, which would provide considerable
computational savings, does not provide good agreement
(Figure 11B). The truncated models exclude relaxation
pathways that do not involve the current state and the TS
model enforces sequential downhill relaxation and eliminates
upward transitions and decay pathways involving hops over
multiple states. The error in the wavefunction propagation
introduced by these models make them inappropriate for scaling
up to large system applications. Subsequently, making
assumption on the sparsity of NAC matrices is not well justified
and is system-specific.
Another approach to reducing the computational demand of

the NACT calculations is to eliminate high-energy excited states
(and their couplings) on-the-fly when they no longer participate
in the dynamics,564 represented schematically in Figure 11C,
based on kinetic energy considerations. In this way, the CC
model is preserved for a dynamic excited-state manifold by

Figure 11. (A) Adiabatic-state populations computed from surface-hopping NAMD using the complete coupling (CC), partial coupling (PC), and
two-state (TS) models for the three-state simulation of methaniminium cation from the initial S2 state. (B) S1 adiabatic-state populations computed
using the CC, PC, and TS models for the three-state simulation of distyrylbenzene from the initial S2 state (top) and for the 15-state simulation of
distyrylbenzene from the initial Sm state (bottom). (C) State reductionmethod for on-the-fly limiting of excited states with energy cutoff based on local
kinetic energy. (D) Probability of being in state 2 at time t, a22(t), evaluated using different integrators. The open circles and solid lines represent steps
taken with the Bulirsch−Stoer (BS) integrator. The pulses and dashed lines are the integrator values using small steps near extrema. Both methods
agree in values of a22(t), but the BS integrator cannot resolve peaks (b′) that change the hopping probability. (E) Average non-adiabatic coupling scalar
(NACT) for quantum transitions in distyrylbenzene computed using different numbers of classical and quantum time steps. As the quantum time step,
δt, is increased, the maximumNACT value is reduced and the peak is not resolved. Panel A: Reproduced with permission from ref 563. Copyright 2009
Elsevier. Panels B and E: Reproduced with permission from ref 544. Copyright 2012 AIP Publishing. Panel C: Reproduced with permission from ref
564. Copyright 2016 Elsevier. Panel D: Reproduced with permission from ref 565. Copyright 1999 American Chemical Society.
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introducing an energy threshold defined by the local kinetic
energy. This has been demonstrated to be an effective parameter
free method that can be applied to any molecular system
providing orders of magnitude reduction of numerical cost for
the largest molecular systems with hundreds of electronic
states.564 Notably, this approach is well suited for algorithms
including decoherence corrections limiting the energetic spread
of the electronic wavepacket (section 2.4).
3.4.2. Time Steps and Numerical Resolution of NACT

Spikes. As we discussed before, compared to BOMD, NAMD
simulations must properly follow the ultrafast electronic
dynamics and thus require shorter time step values (typically
Δt ≤ 0.1 fs). Moreover, even at such short increments, the
electronic quantum coefficients in MQC dynamics (eq 2.15)
may significantly change when passing regions of strong non-
adiabaticity. This calls for introduction of finer time steps δt ≪
Δt to numerically integrate the TDSE in the form of 2.15 and
capture variations in time of the real and imaginary parts of
coefficients ca(t). Because the time step required for quantum
integration, δt, must usually be smaller than the classical time
step, Δt, used in the integration of the nuclear EOMs, the
NACTs must be obtained at intermediate times. This is usually
accomplished using simple linear interpolation and extrapola-
tion schemes.111,566 However, the NACTs typically behave as
strongly localized sharp peaks that change rapidly on small time
scales. This feature introduces time step dependence that can
lead to large inaccuracies in evaluating hopping probabilities.
Difficulties in resolving NACTs are especially relevant to the
trivial unavoided crossing problem (discussed in section 3.4.3).
One way to overcome NACT resolution is the use of adaptive

integration for more accurate calculations. For example, FSSH
trajectories that experience long time scales relative to the total
integration time and exhibit only small changes in the electronic
probabilities are more sensitive to small errors in the hopping
probability. In those cases, using integrators with adaptive step
size control has been shown to be more efficient than using fixed
step size integrators for evaluating the changes in electronic
probability that enter into the hopping probability,565 as
demonstrated in Figure 11D. The appropriate quantum time
step for resolving the NAC peaks must be balanced with the
classical integration (Figure 11E). Adaptive time step algorithms
have been proposed in which the quantum time step can be
reduced on-the-fly by tracking d(NACT)/dt and/or d-
(NACT)/dR to indicate the presence of a coupling region. In
those regions, the quantum time step would be adjusted by a
given factor until the peak is resolved. The performance of such
algorithm has yet to be evaluated. However, a similar approach
using adaptive time steps is already employed in active space CI
treatments in trajectory surface hopping. Such approaches can
encounter local regions of phase space where the active and
inactive orbitals can mix and switch causing discontinuities in
electronic energies and gradients resulting in stability and
accuracy issues. That can be overcome by applying sufficiently
small time steps only in the local region where they are required.
These adaptive time steps can be reduced iteratively (up to a
maximum number) based on energy conservation and orbital
overlap criteria.113

Another approach introduces flexibility by allowing NACTs
to be evaluated a desired number of times,Nq, during the interval
between classical time steps so that δt =Δt/Nq. The accuracy of
interpolated values for strongly varying NACTs limits the
classical integration time step. By evaluating NACTs between
classical time steps, the calculation of NACTs and excited-state

gradients can be separated allowing larger classical integration
steps to be used. Still, the selected value of NACT evaluations
must be large enough to adequately resolve peaks while
maintaining the computational efficiency of the simulation.
Otherwise, the coupling can be substantially underestimated
causing transitions to be missed, as shown in Figure 11E where
NACT resolution depends strongly on δt. The underestimated
NACT changes the relaxation dynamics by reducing the
hopping probability (eq 2.19). That causes non-adiabatic
transitions to be missed and overall non-radiative relaxation
rates will artificially slow down with time step increase.544

It is relevant to point out that NACT computation and
resolution can be avoided altogether by performing dynamics in
the diabatic representation. In this picture, diabatic states, ϕa,
would be defined according to their electronic character and
coupled through electronic or diabatic couplings given by simple
matrix elements ⟨ϕa|Ĥel|ϕb⟩. However, it is impossible to define
exact diabatic states567 and they are typically obtained from
transformation of adiabatic states through various methods
described in refs 14, 568, and 569. Local diabatization106 has
emerged as a particularly attractive approach for trajectory
surface-hopping methods. In this approach, the nuclei are
propagated on the adiabatic PESs, while the electronic
amplitudes and hopping probabilities are evaluated in the
diabatic basis by defining diabatic states in terms of adiabatic
states at every nuclear time step. The possible benefits of using
the diabatic basis in surface hopping have been demonstrated,
for example, in its implementation in the SHARC software
package which takes advantage of the diabatic representation for
coefficient evolution in order to capture effects of spin−orbit
coupling.570−573 Multi-state diabatization is important when
more than two electronic states are coupled.569 Various other
formulations of diabatic surface hopping have appeared over the
years.87,112,574−577 Methods to generate diabatic states from
electronic structure have recently been reviewed by Subotnik et
al.140

3.4.3. Trivial Unavoided Crossings. Photoinduced
processes in multichromophoric extended molecular assemblies
involve multiple electronic excited states that can be localized on
different moieties.104,105 These adiabatic states are commonly
calculated with electronic structure methods, and are typically
weakly coupled and experience multiple unavoided crossings,
for example, due to thermal fluctuations. In the limit of
infinitesimal time steps, their NACs have very sharp δ-function
like spikes. Ideally, the interaction between states would be
correctly reflected in the corresponding population transfer
between states, which can be simulated, for instance, through
quantum transitions using trajectory surface-hopping-like
methods or Ehrenfest methods (section 2.2).75 In practice,
however, the finite time steps in the classical dynamics may miss
these instantaneous NAC spikes for non-interacting state
crossings resulting in severe artifacts in simulated NAMD.
Specifically, trivial unavoided crossings are defined as

intersections of two non-interacting adiabatic states evidenced
by a sharp peak in NAC strongly localized in time of the
respective adiabatic wavefunctions occurring only at the exact
energy degeneracy and becoming vanishingly small elsewhere.
All direct NAMD codes taking advantage of finite time step
propagators (e.g., Verlet-like algorithms)534,578 in the adiabatic
basis are vulnerable to miss trivial unavoided crossings giving
rise to unphysically long population transfer time scales and
unrealistic long-range ET.105 As an example, fast torsional
fluctuations between individual monomers during photo-
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induced ET dynamics in PPV oligomers been have shown to
cause extensive excited-state energy reordering579 that can lead
to a misinterpretation of multiple non-radiative relaxation
pathways.
Within this context, the proper identification and treatment of

trivial unavoided crossings is an important part of NAMD
simulations.104 In practice, trivial unavoided crossings are
commonly recognized in regions close to the particular nuclear
configurations for which the adiabatic PESs cross each other.
Different strategies have been developed to deal with the trivial
crossing problem during direct NAMD simulations, particularly
in the context of surface-hopping approaches. Such algorithms
typically aim to differentiate crossings between interacting states
(simulated by quantum transitions), and trivial unavoided
crossings between non-interacting states (detected by tracking
the identity of states). Therefore, a clear numerical threshold
between crossings involving interacting and non-interacting
states should be defined. Generally, while the former dominate
at relatively short interchromophoric distances and low density
of states, the latter become noticeable at larger intermolecular
distances and for processes involving high densities of states. A
distinction between these two cases is illustrated in Figure 12A
that compares the distribution of energy gaps and NACTs
during NAMD of a system composed of PPE oligomers 22-PPE
and 4-PPE, separated by 500 Å. Here adiabatic excited states of
the same chromophore are interacting whereas those on the
different molecules are non-interacting. We observe that trivial
unavoided crossings take place in regions with an order of
magnitude smaller energy gaps and with several orders of
magnitude lower couplings than standard unavoided crossings.
The strategies to overcome the trivial unavoided crossing

problem can be classified according to which basis set (adiabatic
or diabatic) is used to expand the electronic wavefunction (eq

2.3). If the adiabatic basis set is used, the quantum transitions in
the non-adiabatic region are controlled by the NAC terms.
Otherwise, if a diabatic bases is chosen, the dynamics are driven
by Hab(R) ≡ ⟨ϕa(r)|Ĥel(r,R)|ϕb(r)⟩ values (section 2.1).
Typically, methods using an adiabatic basis representation
take advantage of accurate calculations of NACTs,435,436

whereas implementations based on diabatic basis sets require
evaluations of off-diagonal terms Hab(R).

106,109

For the adiabatic basis representation, trivial unavoided
crossings are commonly recognized by tracking the adiabatic-
state identities over time.111,112 The latter are encoded into the
overlap matrix s(̂t;t + Δt), defined as

ψ ψ+ Δ ≡ ⟨ | ⟩+ΔR Rs t t t( ; ) ( ) ( )ab a t b t t (3.32)

where Δt is the classical time step used for simulations and
ψa(Rt) is a manifold of adiabatic states. For example, the Min-
Cost reassignment algorithm enables accurate identification of
trivial unavoided crossings.104 In the Min-Cost approach, at
each time step during simulations, adiabatic states obtained at
the current time step (i) are assigned in terms of previous
adiabatic states calculated at the preceding time step (i− 1). The
correspondence between them is determined by the maximum
of the overlap matrix s(̂t;t +Δt). A trivial unavoided crossing, or
switch, between states is prompted by detecting off-diagonal
elements sab(t;t + Δt), a ≠ b from eq 3.32 with values greater
than a predefined threshold (commonly chosen as 0.9). By
design, this algorithm is able to detect multiple crossing events
during the same time interval, which frequently occur in
extended molecular systems with a high density of states.
Moreover, this technique is also suitable for Ehrenfest dynamics
that requires simultaneous identification of trivial unavoided
crossings for all electronic states considered during the MD
simulations.350

Figure 12. (A) Distribution of the energy gaps ΔEij and NACTij at the moment of Si→Sj quantum transition between interacting/delocalized states
and non-interacting/delocalized states for 22-PPE and 4-PPE molecules (top) separated by 500 Å. (B) Time evolution of the adiabatic-state energies
for a typical trivial unavoided crossing between non-interacting adiabatic states obtained from fewest-switches surface-hopping simulation of 22-PPE
and 4-PPE molecules separated by d = 500 Å. The electronic character of the adiabatic states (plotted with black ×’s and closed circles) changes
instantaneously at the moment of cross. (C) Variation of the time-dependent fraction of transition densities localized on the 22-PPE and 4-PPE
molecules when they are separated by different distances, obtained with (right panels) and without (left panels) considering any specific treatment of
unavoided crossings. Reproduced with permission from ref 104. Copyright 2012 AIP Publishing.
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Once a trivial unavoided crossing is identified, the molecular
system needs to follow the “diabatic pathway” of its parent
wavefunction along the respective adiabatic PES. Figure 12B
exemplifies this for the case of a trivial unavoided crossing
between non-interactive adiabatic states of 22-PPE and 4-PPE
molecules. Here, the populations of the corresponding adiabatic
states are interchanged with unit probability. While doing that,
special care should be taken in order to cancel population
transfers due to inaccurate calculations of NACTs. Failure to
follow the correct diabatic pathway during trivial unavoided
crossings can lead to unphysical sudden changes in the spatial
localization of the current excitation. Figure 12C displays results
obtained from the NAMD simulations with and without
considering any method to detect trivial unavoided crossings
for the case of 22-PPE and 4-PPE molecules separated by
different distances. At long distances the two molecules should
be uncoupled. Despite that, the lack of any treatment for trivial
unavoided crossings leads to unphysical long-range ET between
the molecules at the longest separations.
Most trivial unavoided crossings happen between spatially

localized adiabatic states that are well separated in space with no
significant contribution to the dynamics. With this in mind, the
flexible surface-hopping (FSH)110 approach includes only
electronic states whose coupling/energy difference are larger
than a predefined threshold. This allows electronic states to be
flexibly added and removed from hopping probability
calculations throughout the simulations. However, the effect

of constant redefinition of the active space while dealing with
high density of states remains unclear.
Similar strategies have been proposed to identify switching

between active and inactive MOs for dynamics based on CI
expansions with a small active space of orbitals. In these cases,
careful tracking of MOs becomes necessary. This requirement
commonly leads to a significant reduction in the time step used
in the simulations and, therefore, compromises the computa-
tional cost. Nevertheless, this drawback can be overcome using
adaptive time steps (see section 3.4.2) within regions that fulfill
certain energetic and/or orbital overlap criteria.113 Adaptive
time step integration schemes have also been implemented for
wavepacket-based simulations like AIMS.108 Finally, an
alternative norm-preserving interpolation (NPI) scheme eval-
uates NACTs from a set of relatively simple analytic expressions
derived from the continuous interpolation of adiabatic
electronic wavefunctions.115,116,580

While dealing with adiabatic states necessitates tracking the
state identity, in contrast, all unavoided crossings between states
appear naturally in the diabatic representation through an
increased value of off-diagonal termsHab(t;t +Δt). For example,
the direct trajectories with surface-hopping (DTSH) approach
uses the local diabatic representation.106 There the diabatic states
are redefined at each time step via unitary transformation
obtained from Löwdin’s orthogonalization581 of the overlap
matrix s(̂t;t + Δt) (eq 3.32). Within the local diabatic
representation, NACTs are zero and changes in quantum
coefficients are driven by Hab(R) values. Notably, the local

Figure 13. (A) Chemical structure of a phenylene-ethynylene macrocycle showing selection of units and evolution of the average fraction of transition
density (TD) localized in each unit, signaling the flux of the TD from the different units to a final common segment. (B) Chemical structure of the p-
DTS(PTTh2)2 molecule showing the selection of units and the time-dependent average of the fraction of the TD localized in the different units. (C)
Evolution of each adiabatic-state population for p-DTS(PTTh2)2. (D) Results obtained from FSSH simulations of the photoinduced dynamics of the
spiro-linked conjugated polyfluorene dimer with time dependence of the average monomer participations number, P(t), and average absolute value of
NACT(1,2). Panel A: Reproduced with permission from ref 246. Copyright 2016 American Chemical Society. Panels B and C: Reproduced with
permission from ref 589. Copyright 2014 The Royal Society of Chemistry. Panel D: Reproduced with permission from ref 588. Copyright 2014
American Chemical Society.
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diabatic representation collapses to the adiabatic representation
in the adiabatic regions characterized by negligible non-adiabatic
couplings. Despite the benefit of eliminating the spikes in
NACTs, the integration of relatively small and delocalized values
of off-diagonal terms Hab(R) can lead to inaccuracies in the
prediction of quantum transitions.100,582 An efficient assignment
algorithm minimizing the difference between two local diabatic
expansions was proposed to obtain an interpolated adiabatic
PES during simulations.583 Another approach based on local
diabatization allows identification of trivial unavoided crossings
without tracking adiabatic-state identities.584

Recently, an alternative approach known as self-consistent
fewest-switches surface hopping (SC-FSSH)107 was developed
by Wang and Prezhdo to solve the trivial crossing problem. The
method introduces a self-consistency test to the calculation of
the hopping probability from the current state to the
energetically closest state (eq 2.19). Trivial unavoided crossings
are detected as a significant discrepancy between the summation
of probabilities to hop from the current state to all other states
according to the FSSH prescription, and the value of the
effective change in population of the current state evaluated at
the same time interval. That is, the method is limited to the
identification of trivial unavoided crossings involving the current
state in surface-hopping simulations. The self-consistency test
proposed in SC-FSSH is naturally fulfilled using the GFSH
approach114 by eliminating dependence on NACTs for the
hopping probabilities.

3.5. Analysis of Electronic Transition Densities for Spatial
Excitonic Localization

TheNAMD simulations of extendedmolecular systems produce
a wealth of information on energies, spectroscopic observables,
and wavefunctions along a swarm of time-dependent trajecto-
ries. It is important to analyze these data to delineate possible
photoinduced relaxation pathways and establish physical
processes underlying non-radiative dynamics and internal
conversion. The TDMs, or so-called electronic normal modes,
from the ground to excited states ξ ̂ (eq 3.12) and between
excited states π̂ab (eq 3.14) reflect the spatial delocalization of
excited electronic states and are routinely calculated in all TD-
SCF approaches (section 3.1). The matrix elements of ξâ are in
fact the CIS wavefunction coefficients X̂a in the MO basis
(section 3.1.2). The NACs (eqs 3.17 and 3.18) and
spectroscopic observable are calculated using the respective
TDMs.437,585 For example, the transition dipoles are expectation
values of the dipole moment operator on the TDMs.
TDMs in real space representation have been extensively used

for analyzing and interpreting photoinduced processes in
molecular systems. These are NAO × NAO matrices, where NAO
is the number of AO basis functions. Their elements have the
following loose interpretation. Diagonal elements of TDMs
(ξa)nn, eq 3.14, represent light-induced changes on the electronic
density distribution of the nth AO due to the excitation from
ground to ath excited state.454,586,587 For example, these
diagonal elements in the AO representation directly indicate
spatial localization of electronic excitations with weak charge-
transfer character, Figure 13.246,588−591 On the other hand, the
off-diagonal elements (ξa)nm describe electronic coherences and
charge-transfer phenomena between nth andmth AOs.592 Thus,
their characteristic spatial map indicates the delocalization and
coherence lengths of the electron−hole pair (exciton) for
specific excited states. This feature is particularly useful for
characterizing charge-transfer excitations in multichromophoric

extended conjugated molecular systems.401,452 For example,
natural transition orbitals (NTOs)593 express the electronic
TDM as essential pairs of particle and hole orbitals, thus
enabling examination of electron−hole separation in excitonic
wavefunctions and charge-transfer states.87,594,595

Here we will extensively use TDMs to analyze intra- and
intermolecular spatial redistributions of time-dependent ex-
cited-state wavefunctions obtained from NAMD simulations of
multichromophore molecular systems. This analysis is appli-
cable to excited states corresponding to strongly bound excitons
that can be described with the Frenkel exciton model,596−598 a
typical case for conjugated organic molecules. NTOs,593 for
example, can be applied for the analysis of charge-transfer
excitations.87,594,595,599 The starting point is partitioning the
molecular system into essential moieties and/or chromophore
units denoted here as X, Y, etc., depending on the structural
topology. The fraction of TDM, (ξa(t))X

2 , localized on unit X at a
given time can be obtained by summing the contributions of the
AOs from each atom (index A) in X and occasionally
contributions of the AO from atoms localized on the boundary
with another unit (index B),

∑ ∑ξ ξ ξ= +t t t( ( )) (( ) ( ))
1
2

(( ) ( ))a X
n m

a n m
n m

a n m
2 2 2

A A

A A
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The TDM normalization condition (eq 3.13), which becomes a
simple dot product in the CIS case, justifies interpretation of
(ξa(t))X

2 as a fraction of excitation localized on segment X. This
quantity can be calculated for a single representative trajectory
or averaged across the entire ensemble. An example partitioning
of a molecular systems and the time-evolution of the
corresponding values of (ξa(t))X

2 can be seen in Figure 13A,B.246

If the photoexcitation of a large conjugated molecule induces
participation of tens of excited states, tracking the electronic
population of each state can become a cumbersome task. The
analysis of the time-evolution of the TD spatial localization
provides a simple and convenient strategy to obtain a coarse-
grained picture of the photoinduced molecular processes such as
internal conversion. To exemplify this approach, consider the
NAMD simulation of photoexcitation of p-DTS(PTTh2)2 to its
broad high-energy band in the 3−4 eV range shown in Figure
13B. Figure 13C shows the analysis of the time evolution of the
average electronic populations of adiabatic states that can be
compared to the localization of the TD on different fragments
(Figure 13B).589 While both analysis approaches actually
complement each other, the latter depicts a simplified overview
of the process.
When a molecular system is composed of equivalent

chromophore units (or fragments), a quantitative measure of
excitonic delocalization is provided by the participation
number,546,600−602 defined for each unit as

∑ ξ=
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If N is the number of equivalent units present, PX(t) ≈ 1
indicates a complete localization of the TDM on a single unit,
while PX(t) ≈ N correspond to the TDM fully delocalized
among the N units. That is, PX(t) shows, on average, over how
many equivalent chromophore units a given adiabatic excited-
state wavefunction is delocalized. Further ensemble average of
PX(t) tracks averaged time-dependent spatial delocalization of
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the excitation. As an example, Figure 13D displays the time
dependence of the average monomer participation number
during the photoinduced dynamics of the weakly coupled spiro-
linked conjugated polyfluorene dimer.588 At early times after
photoexcitation, values of PX(t) > 1 indicate weak delocalization
of the excitation between both monomers. This delocalization is
associated with the presence of non-adiabatic coupling. After 20
fs, the states on individual monomers become energetically
separated and decoupled, which leads to a complete confine-
ment of the excited-state wavefunction on a single monomer, as
indicated by values of PX(t) = 1. This analysis suggests that
fluorescence of the molecule originates from localized (self-
trapped) excitons.
In cases of multichromophoric molecular systems, a complete

description of the photoinduced intramolecular energy redis-
tribution is not complete without the analysis of the specific
energy flow between units. This can be achieved by performing a
TDM flux analysis according, for example, to the statistical
minimum flow (SMF) method.246,603 Briefly, the method allows
the identification of the different and simultaneous photo-
induced interchromophoric ET pathways through the calcu-
lation of a flow matrix whose elements contain the amount of
TD transferred between units X and Y. A detail description of
how to calculate these elements can be found in ref 246 and is
exemplified below in sections 4 and 5.

3.6. Common NAMD Software and the Non-adiabatic
Excited-State Molecular Dynamics (NEXMD) Package

The NAMD approaches are broadly implemented across a wide
range of software and are able to operate on top of a variety of
electronic structure methods for calculating excited-state
properties. We refer the reader to a recent review by Barbatti
et al. summarizing the existing software.121 For example, the
surface-hopping method interfaced with TD-DFT is the work-
horse of several open-source NAMD programs (PYXAID,136,604

NEWTON-X,449 SHARC,570,605 QChem,606 etc.). The PYX-
AID program,136,604 recently added the self-consistent charge
density functional tight binding (SCC-DFTB) method.607

Newton-X448,449 is capable of performing NAMD on-the-fly
using various levels of theory including TD-DFT and multi-
configurational self-consistent field (MCSCF) theory. Real-time
TD-DFT propagation (based on the Ehrenfest dynamics) has
been implemented in NWChem608 and Gaussian packages.609

Additionally, the publicly available COBRAMM package488

provides a surface hopping and QM/MM interface to many
common computational chemistry packages, allowing NAMD
simulations using CASSCF/CASPT2 or other electronic
structure.
Our group has been developing the NEXMD software which

incorporates many methodological advances described above. It
is used for many examples of NAMD simulations present in this
Review. The NEXMD software combines the Collective
Electronic Oscillator (CEO) approach401,610 with semiempirical
quantum chemistry (i.e., model Hamiltonian models such as
AM1, PM3, INDO/S, etc. (section 3.1.1).11,611 It is now built on
top of the SQM package from AmberTools.612 The CEO
approach610 can be thought of as a collection of numerical
algorithms for a variety of TD-SCF approaches such as TD-HF
and CIS613 (section 3.1.2) allowing for efficient calculations of
excited states, their properties and spectroscopic observables in
conjunction with the diverse set of semiempirical Hamiltonians.
At this level, the numerical costs of computing excited states is
not substantially more demanding than ground-state calcu-

lations.431,585 Moreover, semiempirical Hamiltonians, such as
AM1,11 provide reasonably accurate ground-state geometries
and energies, heats of formation, vertical excitation energies,
polarizabilities, and adiabatic excited-state PESs.614−617 Optical
and excited-state properties of large systems with dense
manifolds of interacting excited states may be computed as
evidenced by successful application of this level of theory to
systems such as polymers,401,618,619 dendrimers,620 light-
harvesting complexes (LHCs),621,622 and carbon nano-
tubes.623,624

Energies and forces as well as NACs in the development
version of NEXMD are computed on-the-fly with nuclei
evolving on native excited-state PESs.437 Non-adiabatic
transitions between electronic states are modeled with Tully’s
FSSH (section 2.2.2),234 Ehrenfest dynamics (section 2.2.2) or
accurate MCE/AIMC approaches (section 2.5.4).350,353 Other
essential practical aspects of calculations that are carried out with
NEXMD are (1) empirical ID-S, ID-A, EDC, and CSDM
decoherence corrections built on top of FSSH to alleviate
inconsistencies due to the classical treatment of nuclei (section
2.4),93 (2) advanced algorithms for tracking trivial (unavoided)
crossings between non-interacting states (section 3.4.3),104,105

(3) implicit treatment of solvation at COSMO level473 including
LR, and SS (section 3.2.1),494,513 and non-equilibrium models
(section 3.2.2),514 (4) XL-ESMD (section 3.3.3),551 (5)
calculation and analysis of excited-state vibrational spectra and
NAMD simulations along selected vibrational degrees of
freedom, and (6) on-the-fly limiting to essential excited states
for NAMD simulations (section 3.4.1).564 The latter function-
ality significantly reduces computational time by eliminating the
calculation of unnecessary excited states and NACs. More detail
on the governing theory that is implemented in developmental
versions of NEXMD can be found in refs 437, 544, and 625.

4. APPLICATIONS: INTERNAL CONVERSION IN
CONJUGATED CHROMOPHORES

In this section, we illustrate the NAMD modeling of internal
conversion on several examples of conjugated chromophores.
Internal conversion is a non-radiative process of generally
irreversible energy flow from electronic to vibrational degrees of
freedom leading to heating of the system. Such dynamics in
organic molecules with weak spin−orbit coupling is ultrafast
(100 fs−1 ps time scales) and occurs across the manifold of
singlet states labeled S0, S1, ..., Sn. In most cases presented here,
the non-equilibrium population of excited electronic states
initiated by photoexcitation leads to a selective excitation of
specific vibrational modes due to a strong coupling of electronic
and selective structural degrees of freedom. The latter can
typically be represented by fast (bond stretching, e.g., CC
stretches) and slow (torsions and librations) motions.
Equilibrated excitations across all vibrational modes accom-
panied by relaxation to the bath degrees of freedom develops at
later time.

4.1. Dynamics of Excitons on Carbon Nanorings

Conjugated carbon nanorings comprise a wide variety of
chemical compounds with unique optical properties provided
by the nonplanar geometry of conjugated segments.626 Within
their cyclic structures, the efficiency in π-orbital overlap
competes with bending strain, disorder, and steric hindrances.
The NAMD simulations provide a description of how the
photoinduced electronic excitation evolves within the nanoring
during the first hundreds of femtoseconds to picoseconds after
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photoexcitation, before relaxation to a final lowest energy
exciton state, allowing for insights into their fluorescent
properties.627 In the particular case of the cycloparaphenyle-
nenes ([n]CPPs),628 which consist of n phenyl units connected
in a conjugated periodic chain (insets in Figure 14A), their
efficient fluorescence is a consequence of an ultrafast spatial
localization (or self-trapping) of the lowest excitonic state (S1)
due to electron−phonon couplings, which is facilitated by a non-
adiabatic relaxation from higher energy states. This behavior
breaks the Condon approximation and the optical selection rules
(which state that in the homogeneous circular system the lowest
excited state delocalized across the entire molecule is dipolar
forbidden) are overridden. Namely, at ground-state geometries,
the lowest S1 state of CPPs is node-less and its TD (section 3.5)
is mainly delocalized across the entire nanoring. Therefore, S1
presents a weak oscillator strength in the absorption spectra at
room temperature and precludes effective fluorescence.
However, spontaneous symmetry breaking makes these
materials superior fluorophores. A quantitative time-dependent
measure of exciton delocalization across the NAMD trajectories
can be provided by the participation number Pring(t) (see section
3.5) that evaluates the average number of phenyl units over
which the excited-state wavefunction is delocalized. This
scenario of an ultrafast internal conversion to S1 is shown in
Figure 14A (top) with a concomitant gradual spatial localization
of the exciton in Figure 14A (bottom) for [n]CPPs nanorings of
different sizes. This behavior, however, is not observed in smaller
systems where the bending strain rigidifies the structure and
prevents localization. Generally, the non-radiative dynamics
becomes faster and is accompanied bymore efficient localization
with an increase of the nanoring size. Thus, the photoinduced
dynamics of CPPs introduces structural distortions that localize
the wavefunction enabling efficient fluorescence.
The exciton self-trapping in nanorings can be further tuned by

intentionally breaking the circular symmetry of CPPs with the
insertion of other organic compounds between phenyls, like
acene units (insets in Figure 14B). Tracking the fraction of TD
localized on the acene units after photoexcitation of these
nanorings,629,630 the NAMD results reveal that the exciton self-

trapping effectiveness increases with the size of the acene unit
(Figure 14B).631 While the insertion of naphthalene (CPPN)
does not essentially modify the TD localization, the insertion of
anthracene (CPPA) or tetracene (CPPT) has a much stronger
impact. Both CPPA and CPPT experience an ultrafast
intramolecular energy redistribution after photoexcitation that
implies a gradual migration of the exciton toward the acene trap,
making the process more efficient and directional in CPPT, with
a decreasing effect in CPPA that is further reduced in CPPN.
CPPs with inserted acene units can be viewed as a “quasiparticle
on a circle with a local potential well”, with tetracene
representing a deeper well compared to anthracene. The deeper
the well, the more efficient exciton self-trapping appears on the
acene defect states.
The complex interplay between transient localization/

delocalization of the TD on the different electronic excited
states that participate in the nanorings internal conversion is
further illustrated for the case of the circular pyrene tetramer
[4]cyclo-2,7-pyrenylene ([4]CPY) shown in Figure 14C.311,632

The internal conversion of [4]CPY is dominated by an ultrafast
sequential relaxation through the dense manifold of excited
states with two long-lived intermediates (S10 and S21) separated
from lower states by large energy gaps. These two bottleneck
states have unique features related to their TD localization.
While the majority of excited states of [4]CPY within the
∼280−400 nm energy range are delocalized across multiple
pyrene units, the bottleneck states are characterized by a collapse
of TD on a single pyrene unit (see Figure 14C). These
mismatches in the TD localizations decrease the overlap of the
excited-state wavefunctions with energetically neighboring
states, which, along with the large energy gap, substantially
reduce the NACs. As a consequence, the lifetime and transient
accumulation of population in these states become larger
compared to other states. Furthermore, in analogy to photo-
induced localization of the S1 state in [n]CPPs, the transient
collapses of TD in [4]CPY observed in NAMD are a
consequence of structural distortions arising during the internal
conversion process.311

Figure 14. Fewest-switches surface-hopping simulations of excited-state NAMD in various nanorings at room temperature. (A) Internal conversion at
room temperature (T = 300 K) in [9]-, [12]-, [14]-, [15]-, and [16]CPPmolecules after excitation to S2 and S3 states. (Top) Percentage of population
in S1 state, showing rapid relaxation within 200 fs in all CPP molecules; (bottom) time dependence of the average participation number of the phenyl
ring, demonstrating ultrafast spatial localization of photoexcitation within 50 fs. (B) Time dependence on the average fraction of transition density
localized on the acene and phenyl rings for naphthalene (CPPN), anthracene (CPPA), and tetracene (CPPT) for the corresponding spatial
redistribution of transition densities (right). (C) Evolution of electronic-state populations during relaxation of [4]CPY from the initial excitation S22−
S25 to the lowest energy state S1 (left top), with the corresponding contour plots of the probability density of the current electronic state (left bottom)
and the probability density of participation number (right) during excited-state NAMD for each state on each pyrene monomer. Panel A: Reproduced
with permission from ref 627. Copyright 2014 American Chemical Society. Panel B: Reproduced with permission from ref 631. Copyright 2016
Springer Nature. Panel C: Reproduced with permission from ref 311. Copyright 2017 The Royal Society of Chemistry.

Chemical Reviews pubs.acs.org/CR Review

https://dx.doi.org/10.1021/acs.chemrev.9b00447
Chem. Rev. 2020, 120, 2215−2287

2250

https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00447?fig=fig14&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00447?fig=fig14&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00447?fig=fig14&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00447?fig=fig14&ref=pdf
pubs.acs.org/CR?ref=pdf
https://dx.doi.org/10.1021/acs.chemrev.9b00447?ref=pdf


4.2. Non-radiative Relaxation of Photoexcited Chlorophylls

In natural photosynthesis, solar energy is converted into
chemical energy through complex arrays of conjugated
chromophores.633,634 Because of its well-known structure, the
Fenna−Matthews−Olson (FMO) complex635 and Chl pigment
dimers636−638 have become popular systems for both exper-
imentalists and theoreticians to study the efficient energy
conversion process of natural light-harvesting organisms.639

Photosynthesis starts with light harvesting performed by
antenna complexes in which Chl pigments play the main
role.640−642 Chls are basically composed of a porphyrin ring643

coordinated to a Mg atom (Figure 15A). The two types of Chls
that exist in the photosystems of green plants, ChlA and ChlB,
differ only by an extra carbonyl oxygen at the C7 position in
ChlB. The photoexcitation and subsequent efficient non-
radiative relaxation leading to intra/intermolecular energy
redistribution of the excess energy initially localized on high-
energy excited states, Soret (B) band, to the lowest, Qx and Qy,
excited states in Chls is one of the initial steps in the
sophisticated biological machinery that converts light into
chemical energy.
The NAMD simulations can provide information about some

of these processes, particularly those occurring on ultrafast time
scales complementing time-resolved spectroscopic probes. For
example, the slight structural difference between ChlA and ChlB
leads not only to differences in their absorption spectra but also
different B → Qx → Qy internal conversion rates and
mechanisms.644 While B → Qx transfer is faster in ChlB, the
Qx → Qy transfer is faster in ChlA. The ratio of final relaxation

rates,
→

→

k B Q

k B Q

( )

( )
y

y

ChlA

ChlB
= 1.18, obtained from FSSH modeling,

indicates a slightly faster internal conversion process in ChlA
than in ChlB, in good agreement with the value of 1.13 obtained
from ultrafast transient absorption spectroscopy measure-
ments.644

The NAMD results contain detailed insights that are not
available from experiment. For example, as shown in Figure 15B,
differences in internal conversion rates between ChlA and ChlB

can be rationalized in terms of time-dependent localization of
the wavefunction on specific atoms and groups through the
analysis of TD flux (section 3.5). First, we can focus on specific
atoms like Mg, N, and carbonyl O atoms. Second, we can group
the atoms in an inner carbon macrocycle and an outer carbon
macrocycle (see Figure 15A). The main aspects revealed by the
time-evolution of the different fractions of TD during the
internal conversion from B→Qx→Qy in ChlA andChlB are (a)
the overall TD moves from the outer carbon macrocycle as well as
the Mg, N, and carbonyl O atoms to the inner carbon macrocycle;
(b) the extra carbonyl O atom (O71 in ChlB) plays a significant
role in directing the TD flux.
The photoinduced intramolecular electronic energy relaxa-

tion and redistribution that takes place during the B→ Qx→ Qy
internal conversion of Chls is accompanied by vibrational energy
redistribution. This intramolecular vibrational flow can be
monitored by tracking the time-evolution of the vibrational
energy accumulated on individual equilibrium normal modes.548

The potential energy of individual normal modes becomes
coupled during simulations at room temperature. Therefore, the
total vibrational energy associated with a given mode can be
approximated using the virial theorem as twice its kinetic energy.
Figure 15C displays the variations of the vibrational energy for
different middle- and high-frequency normal modes during the
B→ Qx→ Qy internal conversion in ChlA. It can be clearly seen
that the intramolecular vibrational energy redistribution is not
statistical, since the transient accumulation of vibrational energy
is not the same for all modes. Only ∼12 middle- and high-
frequency modes, that is, less than 5% of vibrations, actively
participate in the process as indicated by a substantial increase in
their vibrational energies. These active modes are characterized
by the highest overlap with the NACR during electronic
transitions. While the direction of NACRs correspond to the
direction of the main driving force on the nuclei during
electronic transitions, the active modes appear as the main
nuclear degrees of freedom that couple the electronic excited
states in the vicinity of level crossings. Furthermore, active
modes can be classified according to their alignment with
NACRs involved in either B → Qx or Qx → Qy electronic ET.

Figure 15. Fewest-switches surface-hopping simulations of excited-state NAMD in Chls at room temperature. (A) Molecular structure of chlorophyll
A (ChlA). Carbon, nitrogen, and magnesium atoms are in gray, blue, and yellow, respectively. The total carbon macrocycle is defined as the carbon
atoms comprising the porphyrin ring structure, whereas the “inner macrocycle” consists of the atoms between two red dashed lines excluding the N
atoms, and the “outer macrocycle” is comprised of carbon atoms from the total carbon macrocycle minus those in the inner macrocycle. (B) Time
dependence of the fraction of transition density in ChlA (black) and ChlB (red) localized on different regions. (C) Time evolution of the total
vibrational energy associated with normal modes 180, 182, and 191−201 (top) and all the other normal modes from 171 to 210 (bottom) for ChlA.
Panels A and B: Reproduced with permission from ref 644. Copyright 2015 Springer Nature. Panel C: Reproduced with permission from ref 548.
Copyright 2016 American Chemical Society.
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Further statistical analysis reveals that distinct pathways for
internal conversion can be identified according to the
participation of different active modes.548 The rest of the
modes can be considered as a relaxation bath for the excess of
vibrational energy transiently accumulated in these few active
modes.
Importantly, in biological LHCs, Chls are electronically

coupled. Subsequently, the typical photoexcitation is ultimately
delocalized over several molecules which is concomitant to the
global energy flux.636 While we will later address the question of
coupling and ET in detail (section 5), here we consider how an
efficient intramolecular B → Qy internal conversion is
accompanied by ET between coupled neighboring pigments.
The interplay and relative time scales of the inter- and
intramolecular ET between Chls have been explored using
NAMD simulations636 selecting a ChlA dimer system (Figure
16A) from the LHCII of Spinacia oleracea. The overall calculated

B→Qy internal conversion in a ChlA dimer is faster than that in
an isolated ChlA monomer. Indeed, dimerization induced
energy level splittings in the ChlA dimer reduce the effective
energy gaps between the excited states and ultimately lead to a
faster relaxation rate compared to a single ChlA. Here both intra-
and inter-Chl electronic exciton relaxation and redistribution
compete on the same time scale. Both ChlAs are photoexcited
with nearly equivalent probabilities generating a weakly
delocalized state. After that, the excited-state NAMD leads to
an ultrafast localization of the exciton on a single ChlA. This can
be seen in Figure 16B, where the time-evolution of the
participation number between monomers is depicted. The
final localization of the exciton on an individual ChlA is a
consequence of the thermal fluctuations at room temperature,
evaluated as the average fwhm of the excitation energy
distributions (∼1023 cm−1), which generally exceeds electronic
coupling between intraband states, evaluated as half of the
average energy splitting between states (∼305, 224, and 398

cm−1 for B, Qx, and Qy band states, respectively). However,
during the relaxation process, frequent passage through phase
space domains with strong NACs promotes transient exciton
delocalization and inter-ChlA energy exchanges that persist
through the simulation. Figure 16C shows the time dependence
of the relative probability for exciton exchange events between
ChlAs. A high average number of exciton hops between ChlAs is
consistently observed during relaxation dynamics (Figure 16D).
Overall, each ChlA experiences an intra-ChlA internal
conversion process similar to the one reported for isolated
ChlAs (see Figure 15) but subjected to persistent incoherent
inter-ChlA exciton hops between localized excited states.

4.3. Photochemical Processes Involving Bond Breaking

Non-radiative relaxation through multiple electronic excited
states (intraband relaxation) gives rise to both photophysical
and photochemical phenomena. Photophysics typically involves
ET, exciton localization/delocalization, and/or charge separa-
tion, while photochemistry refers to isomerization, generation of
radicals, and bond breaking/formation reactions (Figure 1).
Many photochemically active materials play important roles in
technological applications ranging from photovoltaics645,646 and
photodegradable plastics,647,648 to optically sensitive explo-
sives649,650 and are ubiquitous in biology,651,652 atmospheric
science,653 and environmental chemistry.654 The complete
theoretical formulation of NAMD simulations in the excited
states for photochemical processes in realistically large extended
molecular systems remains an ongoing challenge. Such a
description should necessarily include open-shell NAMD
algorithms. The majority of current NAMD codes112 describe
the system by a spin-restricted wavefunction as a closed-shell
system, that is, all electrons are paired and electrons of opposite
spin occupy the same orbital. This fundamental limitation
excludes molecules with open-shells, or unpaired electrons, such
as radical species commonly encountered during chemical
reactions.655 Open-shell treatment is also necessary for the
description of high-spin states accessible during photoexcited
dynamics (e.g., in photovoltaic materials,656 water-splitting
reactions,657−659 and generally any photocatalytic pro-
cess244,660,661).
An example of typical molecular evolution during the

photochemical process is schematically presented in Figure
17A for nitromethane, a high explosive known to undergo
photolysis and/or photoisomerization upon UV irradia-
tion.662−664 Closed-shell representations describe dynamics in
Region I (or photophysics). Here, for example, closed-shell
FSSH simulations of NAMD in nitromethane confirmed the
spectroscopically measured excited-state lifetime and total
photolysis quantum yield as outlined in Figure 17B.650 In
contrast, photochemical reactions in Region II cannot be
described. Closed-shell simulations may provide useful
information on intermediate species,649 however, the subse-
quent dynamics of intermediates leading to additional bond
breaking or recombination of fragments to form final photo-
products cannot be followed. Ultimately the system relaxes to
the ground or excited state of fragments (Region III) where the
initial conditions and probabilities of a specific product are
entirely defined by Region II.
Despite these limitations, closed-shell simulations have

proven useful in identifying intermediate species and primary
photochemical pathways in several photoactive energetic
materials.649,650,665,666 For example, NAMD simulations of
energetic tetrazine derivatives provide estimates on formation of

Figure 16. Fewest-switches surface-hopping simulations at room
temperature of excited-state NAMD in the ChlA dimer. (A) Chemical
structure of the ChlA dimer in the LHCII complex. (B) Time evolution
of the participation number, P(t), of ChlA dimer. (C) Relative
probability of exciton exchange between monomers as a function of
time. (D) Histogram of the number of TD localization changes
between monomers during the excited-state NAMD. Reproduced with
permission from ref 636. Copyright 2017 American Chemical Society.
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photoproducts.649 Pentaerythritol tetranitrate (PETN), a high
explosive, initiates with traditional shock and thermal mecha-
nisms. The tetrazine-substituted derivative of PETN, pentaer-
ythritol trinitrate chlorotetrazine (PetrinTzCl), has been
investigated for a photochemical initiation mechanism.
Closed-shell simulations of the NAMD demonstrate that the
relaxation mechanism leading to the experimentally observed
photochemistry in PetrinTzCl, is due to vibrational excitation
during internal conversion. The initial tetrazine localized
excitation ∼2.5 eV above the lowest energy excited state decays
non-radiatively, and the excess electronic energy from photo-
excitation is dissipated as vibrational kinetic energy in the PETN
moiety leading to dissociation of NO2 as shown in Figure
17C.649

Similarly, the photodissociation of conjugated energetic
materials displayed in Figure 17D was also studied using
closed-shell simulations of the NAMD to reveal the initial bond
breaking pathways and photochemical quantum yields for O-
substituted bicyclic tetrazine derivatives. The simulations
revealed that O-substitution has two primary effects. First,

additional O on the bicyclic framework causes the overall
electronic relaxation process to become slower by enhancing
intermediate excited-state lifetimes. That corresponds to a
slower rate of photodissociation. Second, ring expansion occurs
in all of the bicyclic compounds and is the dominant initial bond
breaking event in the unsubstituted compounds. In the O-
substituted compounds, the competing pathway of ring opening
at the O-substituted site becomes the primary pathway. O-
substitution introduces photodissociation pathways that always
involve the functionalized site, suggesting a strategic chemical
modification for targeting specific photochemical functional-
ity.665

So far, the NAMD of open-shell systems has been achieved
using spin-symmetry broken TD-DFT to describe the S1 to S0
transition. Spin-symmetry broken DFT has been previously
used to accurately describe ground-state diradicals and for the
BOMD simulations of polyradicals.667,668 Recently, Furche and
co-workers have applied the same methods to model non-
adiabatic effects in photodissociation using the FSSH algorithm
with spin-symmetry broken TD-DFT. The approach relies on

Figure 17. (A) Schematic representation of excited-state PESs involved in nitromethane dissociation. Closed-shell dynamics only describes
photophysics (Region I). Photochemistry (Region II) requires open-shell description for dissociation. Dynamics of photoproducts (Region III) appears
in the ground and/or excited states. (B) Nitromethane isomerization following excitation to the nπ* state occurs in the excited state through bond
breaking and subsequent re-formation on an ultrafast time scale. (C) Transfer of excess electronic energy in PetrinTzCl from the initially photoexcited
tetrazine chromophore to an energetic PETN moiety resulting in NO2 dissociation, modeled using closed-shell NAMD. (D) Initial bond-breaking
steps and quantum yields following photoexcitation of O-substituted bicyclic conjugated energetic materials. Quantum yields are computed as the
fraction of total FSSH trajectories that undergo the indicated bond cleavage as the initial step in dissociation. High atomic oxygen content opens
additional photodissociation pathways targeting the oxygen-substituted sites. (E) Spin-unrestricted open-shell TD-DFT surface-hopping trajectories
of non-adiabatic photodissociation of acetaldehyde showing CO + CH4 formation. Yellow and white backgrounds indicate that the trajectory is in the
S1 and S0 states, respectively. Spin symmetry breaking is detected by monitoring triplet instability, and S1/S0 transitions are enforced when the energy
gap falls below a threshold. (F) Photofragmentation dynamics of tetranitromethane explored via u-TDESMD. The energy diagram shows single-point
calculations for intermediates taken from u-TDESMD simulations. The red solid, blue short dashes, and green long dashes represent total energy,
average C−N distance, and C−O distance for selected atoms, respectively. The diagram illustrates activation energies for several steps of ultrafast
cracking reactions. Panel B: Reproduced with permission from ref 650. Copyright 2016 American Chemical Society. Panel C: Reproduced with
permission from ref 649. Copyright 2015 American Chemical Society. Panel D: Reproduced with permission from ref 665. Copyright 2018 American
Chemical Society. Panel E: Reproduced with permission from ref 670. Copyright 2016 American Chemical Society. Panel F: Reproduced with
permission from ref 674. Copyright 2017 American Chemical Society.

Chemical Reviews pubs.acs.org/CR Review

https://dx.doi.org/10.1021/acs.chemrev.9b00447
Chem. Rev. 2020, 120, 2215−2287

2253

https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00447?fig=fig17&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00447?fig=fig17&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00447?fig=fig17&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00447?fig=fig17&ref=pdf
pubs.acs.org/CR?ref=pdf
https://dx.doi.org/10.1021/acs.chemrev.9b00447?ref=pdf


detecting triplet instabilities, according to the stability analysis of
the restricted Kohn−Sham (RKS) equations.669 At each time
step in the NAMD, the stability analysis is performed for the
closed-shell ground-state solution and if a triplet instability is
detected, then the spin-symmetry broken ground state is used
for the subsequent TD-DFT calculations, which provides a
transition to Region II in Figure 17A. This method was applied to
describe the homolytic bond cleavage in Acetaldehyde (Figure
17E)670 and TiO2 photocatalytic nanoparticles.

244 The photo-
dissociation of Acetaldehyde depicted in Figure 17E was
investigated using both BOMD and spin-symmetry broken
NAMD. The comparison revealed that only the NAMD
simulations could properly reproduce the high-energy tail in
the experimental kinetic energy distributions. The occurrence of
non-adiabatic transitions alters the photodissociation dynamics
of acetaldehyde by enhancing kinetic energy in the direction of
the NACR. The effect is strong enough to selectively enhance
certain dissociation channels such as the one shown in Figure
17E. Most importantly, this work has highlighted the
importance of radical pathways, even in systems with closed-shell
reactants and products.670

Simultaneous efforts in the group of Kilin have led to the
development of the spin-resolved electronic dynamics approach
(SREDA)671 specifically designed to model the relaxation
channels in transition metal compounds that often exhibit open-
shell non-singlet configurations. The method uses spin-
unrestricted DFT based time-dependent excited-state molecular
dynamics (u-TDESMD) algorithms for NAMD based on Rabi
oscillations and principles similar to trajectory surface hopping.
The spin-polarized DFT framework allows orbital energies,
changes in valence and conduction bands, relaxation channels,
and appearance of trap states to be analyzed separately for α and
β spin projections. This approach has been successfully applied
to model spin-resolved charge-transfer dynamics in doped TiO2
nanowires,671,672 photofragmentation in lanthanide com-
plexes673 and tetranitromethane (Figure 17F).674

Finally, in small systems (about 10 atoms) high accuracy ab
initio wavefunction approaches such as AIMS62,675 or QM
simulations at the MCTDH61 level of theory can be used to
describe open-shell dynamics. For example, multireference
configuration interaction (MRCI) and CASSCF have been
successful in modeling dynamics of homolytic bond breaking
using spin eigenstates in pyrrole676 and adenine.282 However,
such methods quickly become prohibitively expensive for
extended molecular systems when including all nuclear degrees
of freedom.

5. APPLICATIONS: ENERGY TRANSFER IN
MOLECULAR AGGREGATES

Designing and controlling directional ET in synthetic light-
harvesting materials677−687 that mimic natural photosynthetic
complexes underpins many technological applications including
organic photovoltaics,688 light emitting diodes,689 and sen-
sors.690 A typical multichromophore system or a molecular
aggregate consists of coupled π-conjugated chromophores
which can be molecular units in the superstructure (e.g.,
dendrimer). The electronic structure of such systems can be well
described with coarse-grained Frenkel exciton Hamiltonian
approaches.691−694 Strong coupling typically results in delo-
calized electronic states and gives rise to spectroscopic
signatures of excitonic bands,695 which are also manifested in
the intermediate coupling regime characterized by partially
localized excitations.696−698 In this case, the methodology for

interpreting vibronic spectra in terms of splitting due to both
intra- and intermolecular vibrations has already been demon-
strated.696,699,700 In the case of weak coupling, electronic
excitations are localized on individual chromophores. Here the
excitation energy transfer (EET) can be modeled using the
Förster resonance energy transfer (FRET) framework.
Experimentally, EET dynamics is commonly studied using a

variety of time-resolved spectroscopies, such as 2-D electron
spectroscopy (2DES)701−703 or pump−probe and transient
absorption experiments.549,704−706 For example, time-resolved
fluorescence anisotropy can be used to detect changes in
polarization resulting from excitation localization andmigration.
Such measurements have been used to investigate energy
migration and electronic relaxation in light harvesting
systems707,708 such as chromophore rings,683,684,709 den-
drimers,710 conjugated polymers,711−713 and chromophore
dimers.714,715 Such spectroscopic probes are very precise and
provide detailed information on EET. These need to be met by
the corresponding NAMD simulations at the atomistic level.
Besides NAMD, semiclassical kinetic/Marcus/Fermi’s golden
rule approaches have also been successfully applied to describe
the photoinduced charge- and energy-transfer processes (see
reviews in refs 716−718).
In the NAMD modeling, the excited-state electronic wave-

function typically undergoes multiple delocalization and local-
ization cycles in the course of ET. Specific nuclear vibrations are
frequently responsible for bringing electronic states into
resonance and promoting the energy exchange between them.
The coherent evolution of electronic and vibrational degrees of
freedom is well established across an array of theoretical and
experimental studies.50,719−722 Notably, in multichromophore
systems, the energy levels and excitation localization can be very
sensitive to geometry distortions and morphology
changes310,549,579,588,697,723−729 and trivial unavoided crossings
are common during dynamics. Therefore, properly accounting
for trivial unavoided crossings when modeling photophysics in
such systems is critical (see section 3.4.3). We will illustrate the
essential EET aspects appearing in the NAMD simulation of
multichromophore aggregates in the subsequent subsections.

5.1. Interactions in Weakly Coupled Chromophores

Dimers composed of two identical chromophore units are the
simplest multichromophore systems making them excellent
models for studying complex photophysics involving the
interplay between intra- and intermolecular interactions and
effects of vibrational motions on electronic dynamics. Different
interaction regimes, based on the relative intermolecular
coupling strength between chromophores in a dimer, produce
a variety of electronic effects. In weakly coupled dimers, a
stochastic hopping mechanism can occur where excitations
move between localized sites. Exciton hopping is characterized
by short-range interchromophore energy migration between
adjacent localized sites (chromophores).730−733 If geometric
distortions are not sufficient to bring electronic states into
resonance, then exciton hopping will be absent, and the
complete relaxation can occur within a single chromophore
unit. In that case, localization persists in a single unit, where the
choice of chromophore is randomly distributed. The variation in
the strength of the NACs, which modulate the interaction
between the electronic and vibrational degrees of freedom, and
the extent of exciton localization, both contribute to the final
electronic distribution among different chromophore units
following EET.
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These effects have been demonstrated in NAMD simulations
of ET in numerous dimers and systems with equivalent
chromophores.246,310,549,588,636,734 As an example, we revisit
the dithia-anthracenophane (DTA) dimer shown in Figure 18A,
composed of two weakly coupled anthracene units. At the
ground-state optimized geometry, excitonic coupling between
the chromophore units induces delocalization of the four lowest
energy excited states over both anthracenes. The delocalization
does not persist during room temperature ground-state
dynamics due to thermal fluctuations that break the structural
symmetry735−737 overcoming electronic interactions. At room
temperature, S1 and S3 states are strongly localized in different
monomers while S2 and S4 are more delocalized, as seen in the
histogram in Figure 18B. S1 and S3 dimer excitations correspond
to the antisymmetric Davydov component of the S1 and S2
monomer states, respectively. Similarly, S2 and S4 dimer states
arise from the symmetric combinations of monomer states.
Thermally induced geometry distortions along the center of
mass coordinate and the angle between the anthracene planes
causes the TD of the four lowest energy excited states to sample
regions of configuration space where strong localization occurs,
consistent with the localization observed in the ensemble at
room temperature (Figure 18B). These coordinates involve
collective relative displacements between the anthracene units
and are thus expected to be related to low frequency normal
modes of the dimer.

The evolution of the average TD localized in each anthracene
unit (Figure 18C) provides a picture of the exciton dynamics of
the ensemble. The anthracene units are distinguished based on
the TD localization of the initial excited state with monomer A
having the larger initial fraction of TD. The decay of the TD of A
coincides with the rise in the TD of B, such that both arrive at
50% within 10 fs. Since this is an ensemble average, it does not
reveal the actual distribution (or the actual underlying
composition of the distribution) of the exciton localization.
Instead, Figure 18C reveals that within 10 fs, monomers A and B
are no longer distinguishable as the average fraction of TD in
each unit becomes more or less equivalent on a very fast time
scale. The evolution of the participation numbers (Figure 18D)
suggests that fast localization to each monomer unit occurs with
equal probability, opposite to the case of fully delocalized
excitation across the anthracenes.
In surface hopping, there can be two types of trajectories:

those whose final TD is primarily localized on the same
monomer as the initial TD (type I), and those whose final TD is
primarily localized in the monomer that initially had less TD
(type II). That is, type II trajectories correspond to pathways
that lead to an effective intermonomer ET at long times. Both
types initially have 80% TD localized in monomer A. However,
type I remains localized in the same monomer, while type II
switches its localization to B. We find nearly half of the
trajectories finish with the TD completely localized in the

Figure 18. Fewest-switches surface-hopping simulations at room temperature of excited-state NAMD in dithia-anthracenophane (DTA)
bichromophore. (A) Chemical structure and optimal ground-state geometry of the weakly coupled DTA. (B) Equilibrated ensemble of the transition
density (TD) of the four lowest energy excited states in the monomer where S1 is initially localized (bottom). The dashed lines correspond to the
equilibrium geometry. S1 and S3 are localized on different monomers, and S2 and S4 are more delocalized between the two monomers. (C) Time
evolution during non-radiative relaxation of the average fraction of TD localized on either DTAmonomer. The black line corresponds to the monomer
where S1 is initially localized. (D) Corresponding evolution of the participation number (defined taking the monomers as units), where a value of 1
indicates localization to a single monomer unit and a value of 2 indicates complete delocalization (see section 3.5). (E) Histogram of the TD evolution
in DTA during non-radiative relaxation for type I trajectories (final TD primarily localized on the same monomer as the initial TD). (F) Same as panel
E but for type II trajectories (final TD primarily localized on the opposite monomer as the initial TD). Reproduced with permission from ref 734.
Copyright 2015 American Chemical Society.
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initially excited monomer, while the other half of the trajectories
finish with the TD completely localized in the opposite
monomer. Figure 18E,F shows a constant transfer of the exciton
from onemonomer to the other, where the exciton is localized in
one anthracene unit or the other but rarely delocalized between
both. The initial damping is fast and is followed by persistent

hops due to thermal fluctuations which can change the dynamics

to incoherent resonance ET.

Figure 19. Fewest-switches surface-hopping simulations at room temperature of excited-state NAMD in various PPE dendrimers. (A) Scheme of the
nanostar (top) and model PPE structures (bottom). Calculated evolution of the population of different adiabatic electronic excited states after initial
photoexcitation at the absorption band corresponding to the 2-ring units, showing a gradual increase of S1 population. (B) Unidirectional 2-ring→ 3-
ring→ 4-ring electronic and vibrational energy transfer (ET) revealed by the transition density localization in PPE chromophores and excited CC
stretching motion at each segment. Analysis of state-specific vibrations reveals excited-state normal modes responsible for ET and vibrational
relaxation.751,752 (C) Illustration of the Shishiodoshi mechanism that ensures the 2-ring → 3-ring → 4-ring unidirectional ET. Adapted with
permission from ref 546, copyright 2018 AIP Publishing; ref 745, copyright 1994 American Chemical Society; ref 747, copyright 2003 American
Chemical Society; and ref 748, copyright 2010 American Chemical Society.
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5.2. Dynamics of Energy Transfer in Conjugated Dendritic
Structures

Dendrimers are highly branched conjugated molecules with
exceptional light harvesting capabilities over a broad region of
the solar spectrum.738−740 Their well-defined architecture
guarantees highly efficient intramolecular ET between many
different chromophore units. In particular, the family of
dendrimers comprised of PPE units has been the subject of
several theoretical and experimental studies.741−743 Among
them, the perylene-terminated dendrimer called the nanostar is
perhaps the most studied compound.744−746 It has a branched
structure composed of four generations of linear PPE segments
with decreasing lengths toward the periphery, creating an
efficient energy funnel toward the perylene trap (Figure 19A).
The different PPE segments are linked by meta-substitutions at
the branching phenylene nodes where conjugation is broken and
excitons are localized within each linear fragment. Therefore, the
nanostar can be understood as an ensemble of linear
chromophore PPE units with relatively weak coupling between
them.747,748 It exhibits a highly efficient light harvesting due to
an efficient energy funneling from the periphery chromophores
(2-ring units, high-energy spectrum) through the dendritic
branches (3-ring and 4-ring units) to the perylene core.
5.2.1. Shishiodoshi Unidirectional Energy-Transfer

Mechanism. Following the interpretation of the nanostar as
an ensemble of individual coupled chromophore units, NAMD
simulations helped develop a clear picture of its photoinduced
dynamics providing a detailed description of the underlying
photophysical processes such as exciton formation, localization/
delocalization, NACs, ET between chromophore units, and
efficient energy funneling. For this purpose, different structural
building blocks have been addressed as model sys-
tems.547,749−751 In all of them, internal conversion leads to an
ultrafast highly efficient and unidirectional ET from the shortest
PPE units (2-ring units) to the largest PPE units (3-ring or 4-ring
units) as illustrated in Figure 19A. While the sequential through-
bond pathway 2-ring → 3-ring → 4-ring represents the main
mechanism of intramolecular ET, a significant contribution of

the intramolecular through-space pathway 2-ring → 4-ring has
been confirmed in the case of the 234-PPE building block.547

These NAMD simulations are schematically summarized in
Figure 19B showing the internal conversion process of the 234-
PPE building block.751,752 The dynamics starts by photo-
excitation of the molecule to a high-energy electronic state (S3),
leading to excess electronic and vibrational energy on the 2-ring
unit. The vibrational energy can be tracked by monitoring the
CC stretching motion on the 2-ring unit. During passages of
the molecule through phase space domains close to the crossing
seamwith the lower S2 state, the strongNAC promotes transient
exciton delocalization. The main direction of ET is dictated by
the NACR (d32) that in turn can be associated with specific
excited-state normal modes. This leads to a S3 → S2 transfer of
electronic population, a localization of the exciton mainly in the
3-ring unit, and the concomitant excitation of the CC
stretching motions across the 3-ring unit. The subsequent
passage through the crossing seam between S2 and S1 leads to a
new transient delocalization guided by normal modes aligned
with the corresponding NACR (d21) direction. Once the
molecule reaches the lowest S1 state, the exciton becomes
localized in the 4-ring unit and the corresponding CC
stretches are excited. The results highlight the importance of
using native excited-state gradients in the simulations directing
energy flow into specific vibrations.
Accumulated data from studies on different systems under-

scores a common shishiodoshi mechanism behind an efficient
unidirectional ET in PPE dendrimers (see Figure 19C). NAMD
simulations of the 23-PPE system749,750 reveal that after crossing
the S2/S1 seam, the trajectories follow different pathways on
either the S1 or S2 PES. Trajectories reaching the S1 state move
away to regions of low NAC, while trajectories remaining on S2
continue lingering in the regions of strong NAC, which
facilitates subsequent relaxation to S1. This is shown in Figure
19C where the NACT averages are depicted for trajectories that
hop at different times during relaxation emphasizing decreasing
non-adiabaticity. That is, quantitative differences in the
vibrational dynamics on the S1 and S2 states enhance the
funneling ET mechanism. Figure 19C further highlights the
time-evolution of excited-state energies for typical trajectories

Figure 20. Ab initio multiple cloning−multiconfigurational Ehrenfest simulations at room temperature of excited-state NAMD in model PPE
dendrimers. (A) Time-evolution of the average populations of different adiabatic electronic states obtained for 234-PPE (top panel), 243-PPE (middle
panel), and 324-PPE (bottom panel). (B) The corresponding accumulated fluxes calculated for 234-PPE (top panel), 243-PPE (middle panel), and
324-PPE (bottom panel). Colored arrows in the sketch show the direction of the different fluxes, matching the colored curves. Reproduced with
permission from ref 753. Copyright 2019 AIP Publishing.
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performed on the 234-PPE molecule751,752 that, after photo-
excitation to S3, relaxes to S2 and S1 states. While the trajectory
that hops to S1 moves in a phase space with a large energy
difference between S1 and S2, the trajectory staying on S2
remains in regions with a small S1−S2 energy gap (ΔE12). This
favors the S2 → S1 transition since the NAC ≈ 1/ΔE12, eq 2.6.
This is reinforced by the analysis of the role of the nuclear
differential motion on the different PESs performed for the
internal conversion process in the 2234-PPEmolecule.547 Figure
19C displays histograms of the energy gap ΔEa,a−1X‑ring between the
Sa and Sa−1 states and the energy gap ΔEa+1,a

X‑ring between the Sa+1
and Sa states, while nuclei are moving on the ath state whose TD
is more than 90% localized in the X-ring linear PPE unit (X = 2,
3, and 4). ΔEa+1,a

2‑ring < ΔEa+1,a
3‑ring and ΔEa,a−1

3‑ring < ΔEa+1,a
4‑ring ensure the

unidirectional 2-ring → 3-ring → 4-ring ET, reminiscent of the
stepwise water flow in a Japanese bamboo water fountain
(Shishiodoshi).
5.2.2. AIMC-MCE Energy-Transfer Pathways in Den-

drimer Building Blocks. Across this Review, we have shown
that Ehrenfest and surface-hopping-like methods (section 2.2)
remain the most popular approaches for NAMD simulations of
large systems owing to their simplicity, straightforward
implementation, low computational cost, and facile interpreta-
tion of the numerical results. On the other hand, these
approaches are subject to multiple approximations as illustrated
in sections 2.2 and 2.3. This raises a question of assessing the
NAMDerror bar for specificmolecular families, which is difficult
to answer given imperfect underlying electronic structure
methodology and insufficiently detailed experimental data.
The recent implementation of the accurate AIMC-MCE
approach (section 2.5.4)350 allows this problem to be addressed
via direct comparisons. Notably, compared to Ehrenfest and
surface hopping, the AIMC-MCE methodology more ad-
equately samples the phase space through the trajectory trains,
where decoherence corrections come naturally at the cloning
events. The preliminary studies indicate that, for the PPE
dendrimer class, the AIMC-MCE approach results in non-
adiabatic transition rates, ET, induced vibrational dynamics, and
evolution of electronic wavefunctions generally similar to the
counterparts obtained from Ehrenfest and surface-hopping
simulations. Moreover the machinery for analysis of physical
processes and dynamics (section 3.5) remains directly
applicable to the AIMC-MCE simulations.
To demonstrate, 234-PPE, 243-PPE, and 324-PPE molecules

shown in the insets of Figure 20A were studied using AIMC-
MCE and Ehrenfest approaches.753 Here 100 snapshots were
collected as initial geometries andmomenta for both simulations
(section 3.3.1). The NAMD simulations were then started by an
instantaneous excitation of all systems to the S4 state. On the
time scale of about 10 fs, this state undergoes an ultrafast
electronic energy relaxation to the lower excited states. In 234-
PPE, this process is faster causing S3 and S4 states to show
coherent in-phase oscillations that are out-of-phase with respect
to S2 and S1 oscillations, which are attributed to CC stretching
motions as mentioned in section 5.2.1. Such coherent electron-
vibrational dynamics for the ensemble will be discussed in detail
in section 5.4. After about 50 fs, these oscillations gradually
disappear, while population on S1 increases to 50% on the time
scale of about 200 fs. S2 seems to participate more actively in the
electronic relaxation of 234-PPE than 243-PPE and 324-PPE, in
agreement with the through-bond sequential transfer via S4/S3
→S2 →S1 mechanism observed with surface hopping and
discussed in section 5.2.1. ET pathways between units can be

further distinguished using the TD flux analysis described in
section 3.5. Figure 20B illustrates the time evolution of the TD
accumulated fluxes for each molecular system. In the case of
234-PPE, all intramolecular through-space and through-bond
transfers go in the same direction for the relaxation process. The
ET pathways in 243-PPE and 324-PPE are different from the
ones observed in 234-PPE. In both cases, equivalent effective 2-
ring→ 3-ring and 2-ring→ 4-ring fluxes are observed. However,
due to geometries, the energy fluxes in 243-PPE and 324-PPE
can be constructive or destructive, leading to the lower overall
rate and efficiency compared to 243-PPE.
Overall, all methodologies (Ehrenfest, AIMC-MCE, FSSH)

used for PPE dendrimers depict very similar non-radiative
relaxation dynamics and are able to distinguish all dissipative
pathways present in the systems. The relaxation rates to S1 can
be further compared by monitoring the rise of population in the
S1 state across an ensemble of trajectories. While the overall
dynamics is comparable, we observe that AIMC-MCE rates are
faster than those from Ehrenfest by about 15%, whereas the
FSSH rates are faster compared to that of AIMC-MCE by
roughly another 15%. This trend can be rationalized by recalling
that the Ehrenfest dynamics uses an average force across the
states (eq 2.18), which is effectively lower than the forces
experienced by the cloned wavepackets in AIMC-MCE.349,353

Furthermore, pristine FSSH relaxation dynamics is very fast.
Empirical decoherence corrections slow it down significantly.
The observed ∼15% difference in rates between FSSH and
AIMC-MCE is likely dominated by the particular decoherence
algorithm used in the simulation (in our case, the ID approach,
section 2.4). Another practical consideration is the numerical
expense underpinning these methods. For the PPE family of
molecules, an Ehrenfest trajectory is about 5−10 times more
computationally involved compared to its FSSH analog. Even
though both simulations use the same on-the-fly calculations,
Ehrenfest propagation requires shorter dynamical time steps (Δt
≈ 0.05 fs compared to Δt ≈ 0.1 fs for FSSH simulations) and
calculation of gradients for all the excited states involved in the
process (compared to the gradient of a single state in FSSH).
The shorter time step arises due to the spiky behavior of the non-
adiabatic contribution to the Ehrenfest force (second term of eq
2.18). The AIMC-MCE is about 5 times more expensive
compared to the Ehrenfest analog, depending on the frequency
of cloning events, which can drastically increase in the cases of
dense excited-state manifolds. A significant advantage of all
these approaches is parallel propagation of a swarm of
trajectories allowing for a favorable scaling of computational
resources.

5.2.3. Energy-Harvesting in Conjugated Dendrimers.
Parallel experimental and theoretical investigations of photo-
excited dynamics reveal unprecedented insights into the nature
of physical processes. Moreover, a direct comparison with time-
resolved spectroscopic measurements constitutes yet another
critical evaluation of NAMD performance. Such experimental
probes have been performed310,549 for more complex PPE
dendrimers denoted as 2g1m and ph3pg1310,549 (see insets in
Figure 21B,D). These are LHCs composed of multiple
chromophore units. These systems can contain an explicit
inherent energy gradient, as presented by 2g1m. Alternatively, if
they are comprised of identical chromophore units, there are no
internal energy gradients and the electronic states are differ-
entiated only by thermal fluctuations, as in ph3pg1. In either
case, the ET can involve excitations delocalized over multiple
chromophores. For both 2g1m and ph3pg1,310,549 good
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agreements between surface-hopping NAMD simulations and
experiments have been achieved.
In particular, transient absorption spectroscopy performed on

2g1m after photoexcitation at 315 nm, shows two main
features:549 the broad bleach signal extended over the whole
absorption spectrum indicating the delocalization of excitation
energy on the initially excited state; and a negative signal that
appears with a maximum at 382 nm (light blue) and reaches a
maximum at ∼500 fs and points to the participation of a
transient localized state during energy relaxation (Figure 21A).
The analysis of NAMD results for 2g1m549 confirms that the
initial excited states (S≥3) are delocalized between both
phenylene-ethynylene (PE) branches (Figure 21B). Thereafter,
when S2 becomes populated, the photoexcited wavefunction
undergoes an ultrafast spatial collapse onto a single branch. This
collapse is reminiscent of the slower exciton self-trapping
process occurring on the picosecond time scale discussed in this
Review, for example, in section 4.1. In the present case, this
localization occurs due to non-adiabatic transitions between
excited states driven by strong coupling to high-frequency
vibrational modes. The differential nuclear motion on the PESs
(discussed in section 5.2.1) modulates the energy difference
between states and promotes a unidirectional downhill
mechanism. The triple bond excitations in the PE dendrimer
coincide with the localization of the electronic transition
densities, meaning that the ET dynamics is a concerted
electronic and vibrational ET process. This effect is captured

in simulation by using the “native” excited-state forces which
differ on each surface and promote vibrational relaxation toward
the excited-state energy minimum. Finally, the molecule reaches
the perylene sink in the lower part of the molecule where S1 is
localized and from where fluorescence occurs.
In another example, time-resolved fluorescence anisotropy

measurements (Figure 21C) performed on the ph3pg1
dendrimer (inset in Figure 21D) have been reproduced using
NAMD simulations. The agreement between NAMD and
experiment has allowed further analysis of simulation results in
order to elucidate the origin of the fast anisotropy decay. While
initial photoexcitation localizes the exciton mainly in two
chromophore units (∼80% in one branch and ∼20% in the
other), the internal conversion process involves an intra-
molecular energy redistribution that leads to an equivalent
final energy spread among all three chromophore units. This
final distribution can be achieved either by a complete
delocalization of the wavefunction among the three units or
by one-third of the ensemble having the localization on each of
the three different branches. Our simulations reveal that, as the
excited-state dynamics evolves, a random distribution of self-
trapped excitons on different units appears. Therefore, the
experimental anisotropy decay can be assigned to the confine-
ment of the electronic states with random probability in any of
the individual units (similar to the distribution described in
DTA in section 5.1). The NAMD simulations of ph3pg1 have
been performed in vacuum so that the ultrafast self-trapping
observed in this system cannot be caused by solvent interactions.
It is interesting to note that the same effect has also been
attributed to interactions with polar solvent.754

5.3. Energy Transfer beyond Fo ̈rster Theory
EET is generally a specific case of internal conversion when
transition between donor and acceptor excited states leads to a
change of spatial localization of the wavefunction as was
illustrated in the previous sections (sections 4.2 and 5.2).
Nuclear motions, such as torsions and bond stretches, can lead
to quasi-degeneracy of electronic states that are close in energy,
and facilitate transition (such as the Shishiodoshi example in
section 5.2.1). Beyond PPE, such structural reorganization after
photoexcitation is a notoriously common case for a broad class
of conjugated systems such as PPV,618,755 poly(phenylene-
ethynylene-butadiynylene),756 MEH-PPV,757,758 and polyfluor-
ene.759,760 The resulting geometry changes, mainly planariza-
tion, occur through torsional relaxation in the excited state.
While planarization of conjugated oligomers is generally taking
place on the picosecond time scale,755 ultrafast∼100 fs torsional
relaxation in polyfluorene oligomers has been observed
experimentally and confirmed with NAMD simulations.759

This ultrafast torsional reorganization introduces large geo-
metrical distortions on the same time scale as electronic
relaxation (Figure 22A). Moreover, thermal fluctuations can
help bring states into resonance, albeit the case of uncoupled
states or trivial crossings (section 3.4.3) should be carefully
distinguished. In any case, resulting resonant- or near-resonant
proximity between coupled states in multichromophoric
systems leads to non-adiabatic transitions changing the
electronic character and localization of states. Because of the
diverse conformational landscape accessible, ET in systems
composed of multiple soft organic polymers and chromophores
of similar conjugation length can rarely be described by a single
well-defined pathway due to conformational variety involving
multiple units.579,712

Figure 21. Experimental time-resolved spectroscopy and fewest-
switches surface-hopping simulations of excited-state NAMD. (A)
Room-temperature transient absorption spectra of the 2g1m dendrimer
at different time delays following excitation at 315 nm, suggesting
involvement of the intermediate localized transition in the backbone
dendrimer. (B) Snapshot of the orbital representation of a typical
transition density matrix for one NAMD trajectory. Si (i ≥ 3) states are
spread over both branches, the S2 state is localized in one phenylene-
ethynylene branch, and S1 is localized over the perylene fragment. (C)
Fluorescence anisotropy data for the ph3pg1 dendrimer in THF
solvent. Experimental decay, its fit, and simulations are shown in black,
red, and blue, respectively. The inset shows time-resolved fluorescence
data at parallel polarization (black dots) and perpendicular polarization
(red dots), with their fitting given in solid lines. (D) Calculated time
evolution of the fraction of transition density in the different ph3pg1
branches. The branches are assigned as high (H), medium (M), and low
(L) according to the highest, intermediate, and lowest fractions of initial
transition densities, respectively. Panels A and B: Reproduced with
permission from ref 549. Copyright 2015 American Chemical Society.
Panels C and D: Reproduced with permission from ref 310. Copyright
2016 The Royal Society of Chemistry.
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As long as the donor and acceptor sites are separated in space,
a rate description based on the FRET theory can be applied.
FRET relies on the point dipole approximation, that requires
sufficiently large donor−acceptor separation distan-
ces,622,761−763 donor−acceptor coupling through long-range
Coulomb interactions, and significant overlap between donor
emission and acceptor absorption spectra.764−767 However,
identification of donor and acceptor sites in soft systems is
challenging. Here static disorder can introduce kinks that break
the conjugation forming so-called conformational subu-
nits712,768 (Figure 22B) which can significantly impact the rate
of excitation energy migration and electronic relaxation. Such
arrangements were experimentally observed, for example, by
photoluminescence anisotropy decay in the PPV family of
conjugated polymers712 and porphyrin nanorings.769 As a
consequence, such kinks can lead to excited-state energy
reordering and random (non-unidirectional) ET,579 varying
spectral overlap of donor and acceptor units, interference
between multiple pathways (Figure 22C),246,712 and competing
rates that cannot be described by a Förster model based on a
single rate. Multichromophoric Förster resonance energy
transfer (MC-FRET) theories634,770−774 overcome some of
these limitations and were successfully applied, for example, to
the study of ET in the photosynthetic LHC2 of purple bacteria
revealing a collective enhancement effect.774,775 However, even
sophisticated MC-FRET theories can only treat static energy

disorder,634 and the distance dependence can vary with
disorder776 and temperature.771

In this sense, NAMD simulations go well beyond the Förster
theories by permitting non-empirical insights into the nature of
dynamical processes and specific conformational disorder. For
example, bridged Donor−Acceptor dyads, such as LPPP5-PMI
depicted in Figure 22D, are suitable molecular systems to
explore structural, functional, and environmental effects on the
efficiency of donor → acceptor intramolecular ET. Here short-
range interactions cannot be neglected772,777 and the absence of
spectral overlap between the donor and acceptor moieties is not
a hindrance for efficient ET.778,779

An atomistic description of the intramolecular ET that takes
place in such bridged Donor−Acceptor dyads requires not only
an adequate treatment of long-range through-space ET,780,781

short-range wavefunction overlaps,782 but also effects of the
environment and vibrational dynamics.783 Nuclear vibrations
actually induce couplings between donor and acceptor
electronic states and, therefore, are responsible for the efficiency
of the intramolecular ET. Moreover, donor → acceptor
vibrational ET can occur concomitant to electronic ET.
NAMD simulations bring forward the analysis of the donor →
acceptor electronic and vibrational energy relaxation via the
conventional display of orbitals, TD, and vibrational motions in
LPPP5-PMI (Figure 22D).255 The exciton, initially localized on
the donor moiety, experiences an ultrafast delocalization over

Figure 22. (A) Evolution of the average torsion angle between fluorene units on an oligomer during non-radiative relaxation from various initial states:
S0 and Sm (both Bu symmetry) show no time dependence; S1 (Bu symmetry) shows weak torsional relaxation over the first 400 fs, whereas torsional
relaxation from Sn (Ag symmetry) results in ultrafast local planarization within 100 fs. (B) Conjugated PPV polymer chain where torsion-induced
conjugation breaks introduce conformational subunits. (C) Schematic representation of exciton states formed by interaction among the subunits
shown in panel B. Arrows indicate favorable transitions based on both energetic and overlap conditions within a FRET model, revealing multiple ET
pathways. (D) Photoexcited dynamics of ET in amolecular dyad system comprising a ladder-type poly(para-phenylene) oligomer donor unit (LPPP5)
covalently linked with a perylenemonoimide acceptor unit (PMI). The plot shows localization of the electronic transition densities at different stages
during the energy migration process. (E) The 2-D plots of transition density matrix elements for the S1 and S2 states on the basis of donor and acceptor
atomic orbitals (AOs). The x and y axes denote spatial positioning of an electron and a hole in respective AOs for atoms ordered along the molecular
backbone. Block diagonal quadrants correspond to excitation localized on the donor (lower quadrant) or acceptor (upper quadrant), while off-
diagonal blocks correspond to charge-transfer contributions. (F) NAMD simulations of a bichromophore molecular polygon (digon) with bent
chromophore chains showing competition of multiple ET pathways and completely depolarized excitations. Panel A: Reproduced with permission
from ref 759. Copyright 2012 Springer Nature. Panels B and C: Reproduced with permission from ref 712. Copyright 2009 American Chemical
Society. Panels D and E: Reproduced with permission from ref 255. Copyright 2017 AmericanChemical Society. Panel F: Reproduced with permission
from ref 728. Copyright 2018 American Chemical Society.
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the entire dyad before its final localization on the acceptor
moiety. This intermittent delocalization is common (see section
5.4) and here is a result of through-bond ET mechanisms
modulated by vibrations in the direction of the NACR. These
vibrations are commonly restricted to a small subspace of
normal modes and can be fully delocalized between the donor
and acceptor units.784 Additionally, monitoring changes and
fluctuations in the localization of the electronic TD during the
donor → acceptor ET (Figure 22E) allows potential charge-
transfer contributions to be distinguished. In the case of the
model LPPP5-PMI dyad system,255 a very minor cross-
delocalization is observed. It is very important that off-diagonal
quadrants indicating charge-transfer character between the
donor and the acceptor (i.e., positioning of the electron and the
hole on different units) are not activated in all cases. Thus, this
TDM analysis emphasizes a dominance of the Frenkel character
of the excitation during the entire ET event.
Finally, Figure 22F illustrates distinct ET pathways in a

multichomophore system where geometry and strain controls
the efficiency in the bichromophore molecular polygon (digon)
with bent chromophore chains. Here, bending strain localizes an
exciton on individual chromophore units of the conjugated
chains. NAMD modeling shows an ultrafast intramolecular
energy redistribution that spreads the exciton equally among
spatially separated chromophore fragments within themolecular

system along with quenching of the excitation at the terminal
units.728 In this way, digons become unpolarized absorbers and
emitters, in agreement with recent experimental studies on the
single-molecule level.785

5.4. Non-adiabatic Dynamics and Excited-State Coherent
Vibrational Motions

In a discussion of ET processes, a common hypothesis is that
extended electronic and vibrational coupling leading to
oscillatory evolution of delocalized electronic wavefunctions
can improve transport of energy and charge carriers for
photobiology, light-harvesting, lighting, and other optoelec-
tronic applications.50,786−790 Consequently, there has recently
been a large amount of work to understand the vibronic effects in
promoting efficient energy and electron transfer in biological
and artificial systems.50,786,791−794 Since such processes are
specific cases of non-radiative relaxation, NAMD modeling can
clarify the specific role of concomitant non-adiabatic transitions
in initiating such coupled electron-vibrational dynamics795,796

following the energy and charge carrier transport.797

Interaction between electronic and nuclear motions is the
defining feature of NAMD, where the NACR is related to
specific excited-state vibrations752,798 and typically defines the
direction of ET. The direction of the NACR represents the non-
adiabatic contribution to the forces on the nuclei during
electronic transitions, and the nuclear velocities in the direction

Figure 23. (A) Comparison of adiabatic excited-state equilibrium normal modes (ES-ENM) computed at the S2 minimum of the 234-PPE molecule
(Figure 19) and the transformed diabatic ESd-ESM reveals high-frequency modes that are perturbed by non-adiabaticity. (B) Time-dependent overlap
between the non-adiabatic coupling vector (NACR) d32(t

hop) and d32(t− thop) (brown) and the overlap between d32(t
hop) andQ3

max(t− thop) (black)
the ES-INM that most strongly matches d32(t) in 234-PPE. Plots span the 2 fs before and after the S3→S2 transition (t = 0). The average maximum
values occur at the moment of hop with very short lifetimes. (C) Symmetric and antisymmetric forms of the wavefunction for the two lowest energy
excited states in the PE oligomer. (D) Antisymmetric form of the NACR d12 for the two lowest energy excited states in the PE oligomer (spanel E)
giving rise to expansion and compression vibrational motions. (E) After non-adiabatic transition in the PE oligomer, antisymmetric nuclear motions
excited by the NACR are evident in out-of-phase oscillations in bond length alternation for right (black) and left (red) sides of the oligomer (panels C
and D). (F) Change in transition density localization between the left and right halves of a PE oligomer corresponds to sloshing of the wavefunction
between quasi-degenerate electronic states with intermittent delocalization. Panel A: Reproduced with permission from ref 798. Copyright 2014
American Chemical Society. Panel B: Reproduced with permission from ref 752. Copyright 2012 American Chemical Society. Panels C−F:
Reproduced with permission from ref 795. Copyright 2018 Springer Nature.

Chemical Reviews pubs.acs.org/CR Review

https://dx.doi.org/10.1021/acs.chemrev.9b00447
Chem. Rev. 2020, 120, 2215−2287

2261

https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00447?fig=fig23&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00447?fig=fig23&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00447?fig=fig23&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00447?fig=fig23&ref=pdf
pubs.acs.org/CR?ref=pdf
https://dx.doi.org/10.1021/acs.chemrev.9b00447?ref=pdf


of the NACR have a strong effect on the NAC strength. In
contrast, during dynamics near a level crossing, both the
Pechukas force and excess electronic energy redistribution
following quantum transitions effectively increase the classical
nuclear momenta in the direction of the NACR. This promotes
flow of electronic energy into vibrational modes aligned with the
NACR. The correspondence of a set of adiabatic excited-state
equilibrium normal modes (ES-ENMs) and diabatic ESd-ENMs
(Figure 23A) reveals typically one or two high frequency modes
that are perturbed by mode mixing due to non-adiabatic
coupling.798 Furthermore, NACRs during electronic transitions
strongly overlap with the normal modes participating in
electronic relaxation processes, as demonstrated in ChlA548

(section 4.2) and PPE dendrimers752,798 (section 5.2). The
relevance of NACR is illustrated in Figure 23B showing the
NACR identity and correspondence between NACR and the
excited-state instantaneous normal mode (ES-INM) with the
strongest overlap.752 The identity of d32(t

hop) decays more
quickly after the transition (positive time) when the system is
moving on the lower surface. The maximum overlap between
NACR and the ES-INM occurs at the exact moment of non-
adiabatic transition and exhibits a short lifetime.
To demonstrate the appearance of coherent electronic-

vibrational dynamics, we recall that excited states on conjugated
molecular structures are standing waves586 with alternating
symmetry between the neighboring states. For example, the
wavefunctions of the lowest energy S1 and S2 states in the model
PE oligomer (visualized via orbital plots of the TDs in Figure
23C) depict S2 → S1 as transition from an initial asymmetric
state S2 with a single node to the symmetric S1 state with no
node. As a result, the NACR d21 driving the non-adiabatic
transition (and resulting vibrational excitation) is asymmetric
and characterized by the left and right side of the PE oligomer
undergoing expansion and compression, respectively, of nuclear
coordinates (Figure 23D). This interaction between the form of
the electronic wavefunction, NACR, and nuclear vibrations is
manifested in excited-state NAMD simulations of the PE
oligomer in the time evolution of bond length alternation
(BLA)799 for left and right halves of the oligomer (plotted in
Figure 23E in red and black lines, respectively) showing out of
phase oscillations consistent with sloshing of the wavefunction
between left and right halves of the system pictured in Figure
23F. Thus, the wavefunctions of neighboring states define an
asymmetric form of the NAC that drives the quantum
transitions between excited states, and leads to a collective
asymmetric vibrational excitation coupled to the electronic
system. This promotes oscillatory evolution of the wave-
functions undergoing periodic dynamical localizations in the
different segments of the molecule and intermittent delocaliza-
tions (Figure 23F). In fact, specific phase and amplitude
relations are preserved across the entire ensemble of trajectories
on time scales of hundreds of femtoseconds.795 For several
decades, empirical observations have suggested the role of
coherent electron-vibrational dynamics in energy-transfer
processes. In the light-harvesting complex LH-1, coherent
vibrational motion during energy transfer plays an active role in
the quantum beats in emission signals,800 and oscillations in the
fluorescence of LH-1 are understood to arise from excited-state
wavepacket motions originating from vibrations.707 Besides
energy-transfer processes, oscillations in excited-state absorp-
tion features observed experimentally via transient absorption
spectroscopy have been investigated using NAMD simulations
that reveal the presence of vibrational coherences that play a

central role in photoisomerization and excited-state deactivation
involving non-adiabatic passage through a conical intersec-
tion.259,801 Such coherent exciton-vibrational dynamics is
ubiquitous and is observed across multiple molecular
systems.50,52,719,720,768,802−806

6. SUMMARY, OUTLOOK, AND PERSPECTIVES
Excited-state dynamics are at the heart of many critical processes
in chemistry and materials science including photochemical
reactivity, fluorescence, light harvesting, and photocatalysis.
Over the years, electronic structure theory became an
indispensable tool used to model, analyze, predict, and
ultimately guide experiment through its ability to quantitatively
capture a variety of electronic properties such as band structure,
excited-state energetics, dipoles, and UV−vis absorption and
emission spectra.7,132,386,402,428,430,492,807−810 However, simu-
lation of electronic dynamics in large molecular systems,
particularly beyond the BO regime as reviewed here, is a much
more demanding task, which has yet to achieve the same level of
quantitative prediction already witnessed for its static counter-
part. One part of this challenge is the broad diversity of unique
electronic features, such as excitonic phenomena, which become
more complicated with coupling to the nuclear degrees of
freedom beyond their classical treatment.120,125,796,811 Further
complicating the problem is the underlying numerical expense of
performing NAMD simulations, as accurate excited-state
quantum simulations must be performed at every time step for
an ensemble of MD trajectories, each propagated for a
picosecond or longer.10,437,625,792 Subsequently, the NAMD
modeling of a realistically large system always requires some
compromises to find the right balance between precision and
numerical cost. This makes it extremely difficult to evaluate the
accuracy of NAMD simulations due to the superposition of two
distinct sources of errors: numerical dynamics algorithms and
electronic structure methodology.
The first is related to the NAMD algorithm allowing for an

approximate solution of the time-dependent Schrödinger
equation (section 2.1). Beyond specific few-state models
suitable for analytic solutions (such as the early LZ framework
for simulating 1-D reaction coordinates), numerical calculations
are typically required based on the chosen model electronic
structure method. Here, the family of mixed quantum-classical
(MQC) techniques provides practical approaches for perform-
ing NAMD simulations on large systems.136,607,812 In particular,
Ehrenfest dynamics and the FSSH methods (section 2.2) are
very robust and relatively simple algorithms that heavily
dominate the field of NAMD simulations of molecular systems
and materials.74,76,121,550,813 These are, however, both subject to
severe approximations in the way that electron−nuclear
correlation is treated, being the mean field for Ehrenfest and
ad hoc for FSSH. The limitations of these theories can be clearly
identified on a set of model problems for non-adiabatic
algorithms (section 2.3). For example, inconsistent treatment
of electron−nuclear correlation in FSSH leads to decoherence
and recoherence/interference problems, calling for respective
empirical (e.g., ID, CSDM82,814) or non-empirical (e.g., A-
FSSH96) corrections (section 2.4) making it a largely solved
problem.78 The next step in improvement of accuracy is the use
of more rigorously derived (and slightly more complicated)
dynamics methods such as AIMC-MCE350 or the CW351

algorithms. Here the NAMD error can be well controlled,
however, at much larger numerical expense compared to simpler
approaches. The development of numerically stable and
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computationally tractable algorithms remains an active field that
continues to evolve and improve.
We also mention that most of the MQC methods involve

propagation of an ensemble of trajectories. This samples two
distinct distributions, namely molecular conformations at a
given temperature and environment, as well as nondeterministic
evolution of the wavepackets on the excited-state manifold. For
example, in the FSSH approach, these are sampled simulta-
neously by starting the dynamics from different initial conditions
and propagating trajectories in a Monte Carlo-like stochastic
fashion.74,76,437,550 Such an approach necessarily assumes the
need for an adequate statistical sampling, including exhaustive
sampling of molecular conformations and convergence of the
results with an increasing number of trajectories (section 3.3).
Tests to verify sufficient statistical sampling and convergence are
rarely done due to limitations of computational resources. We
further note that, in the case of FSSH, the convergence is
typically achieved for more than 500 trajectories. Thus,
simulations limited by propagation of only tens of trajectories
provide just a qualitative picture. Finally, one needs to be aware
of numerical issues related to the appearance of trivial unavoided
crossings (section 3.4.3), which are ubiquitous in extended
molecules with many excited states.104,105,107

The second source of error is due to the electronic structure
methodology underlying the NAMD method. Described in this
Review, the family of TD-SCF methods118,430 seems to be
sufficiently accurate while providing a reasonable compromise
for numerical expense (section 3.1). This framework is superior,
for example, to the lower level monoelectronic approxima-
tion815−819 since it is capable of naturally describing excitonic
charge-transfer and spin states abundant in molecular
chromophores. On the other hand, TD-SCF cannot address
doubly excited andmulticonfigurational electronic states such as
those controlling singlet fission processes,820−823 or cases of
crossing between the excited- and ground-state PESs.43 While
significantly more expensive, there are a variety of more accurate
correlated electronic structure methods (such as coupled cluster
theory) capable of computing these quantities,1,2,282 which are
beyond the scope of this Review. We further note that, due to
strong coupling of electronic and vibrational degrees of freedom,
calculations of the native excited-state gradients (going beyond
the classical path approximation815) is necessary for quality
NAMD simulations in systems where ground and excited PESs
differ considerably.10,437,625 Consequently, on-the-fly calcula-
tions of gradients and non-adiabatic couplings are essential.
These are all available within TD-SCF approaches (section
3.1.3).434,435 Another important consideration is the choice of
the electronic Hamiltonian for TD-SCF techniques. In the land
of DFT, there is a plethora of functionals available. Here, hybrid
and range-corrected functionals seem to be a more sensible
choice for molecular simulations379,824 since they overcome the
inability of pure and semilocal models to treat charge-transfer
and delocalized states.410 In the present Review, we have shown
multiple NAMD applications using tried-and-true semiempirical
model Hamiltonians. Their simplistic form significantly lowers
numerical cost, albeit providing only qualitative accuracy.
It is important to realize that the requirements for electronic

structure theory when performing NAMD simulations may be
significantly more stringent compared to those for static
simulations. For example, errors on the order of 0.1 eV for
transition energies are considered as “good” and “quantitatively
adequate” for modeling of UV-spectra using TD-SCF
approaches.825−827 In contrast, since the NAC critically depends

on the energy gap between states (∼1/ΔE, eqs 2.6), a seemingly
innocent 0.1 eV deviation (which is barely noticeable when
comparing experimental and theoretical spectra at ambient
conditions), may lead to orders of magnitude differences when
simulating non-radiative relaxation rates. This is one of the
reasons why these rates are very sensitive to the presence of the
dielectric environment such as solvent or a solid-state matrix.
Subsequently, solvent and environmental effects are critical to a
wide range of excited-state dynamics.502,828−830 However,
treatment of solvent effects adds to the numerical overhead
and leads to additional computational problems (section 3.2).
Here, the use of polarizable continuum models137,470,472,492 is a
basic approximation. Importantly, the solvent should respond to
the charge density of excited states, as in state-specific solvent
models, to produce a set of self-consistent equations, which are
difficult to solve iteratively and lack analytic gradients.506 Other
models, such as the VE507 or cLR493 models remove the
dependence of the ground-state density on the excited-state
solvent model, simplifying the iterative procedure (section
3.2.1). Intuitively, solvent relaxation will occur over a variety of
time scales in NAMD simulations, posing another challenge for
solvation models (section 3.2.2).529−532

Our examples of applications of excited-state NAMD
methods to a variety of molecular systems (sections 4 and 5)
demonstrate potential utility of such simulations. A variety of
photoinduced phenomena, such as internal conversion, energy
transfer, and molecular decompositions, can be modeled and
analyzed with NAMD. The analysis using the transition density
matrix (section 3.5) or its derivatives such as transition charge
density or natural transition orbitals, provides a very convenient
way to monitor the evolution of photoexcited wavefunctions.
Here coupling of electronic and vibrational degrees of freedom
drives non-radiative relaxation dynamics ultimately resulting in
irreversible transformation of electronic energy into heat
(internal molecular vibrations and finally bath degrees of
freedom). This is a non-equilibrium process with multiple
time scales, which can be probed by experiment, for example, by
time-resolved spectroscopies.722,831,832 While the current
NAMD methods for large systems can provide only qualitative
agreement with spectroscopic data, they complement experi-
ment with an unmatchable level of atomistic details. For
example, there are a limited number of vibrational motions
(such as bond stretching or torsions) that are coupled to
electrons (e.g., section 5.2). Subsequently, there is a concerted
evolution of only a few variables on the ultrafast time scale of
hundreds of femtoseconds leading to coherent exciton-vibra-
tional dynamics driven by non-adiabatic transitions (section
5.4),795 potentially providing additional ways to manipulate
excited-state dynamics and energy-transfer pathways in
molecular materials.
Having summarized the current state of methodologies,

numerical algorithms, and applications of NAMD to large
systems, the next questions to address are the outstanding
challenges in the field and future directions. Putting a firm error
bar on NAMD simulation is an important target, given the
appearance of newer andmore accurate NAMD approaches. For
example, the problems of the Ehrenfest and FSSH methods for
synthetic models are well understood.78,221,226,264,833,834 On the
other hand, do these drawbacks necessarily preclude the
application of these simplified methods to realistic molecules?
Stated another way, would any qualitatively different scenario of
photoinduced dynamics appear when applying more accurate
and numerically involved methods such as multiple cloning?
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Notably, such quantitative differences may not show up in the
integrated variables such as relaxation rates averaged over the
trajectory ensemble, but may appear in sophisticated evolutions
of time-dependent wavefunctions including phase information,
which can be probed by modern spectroscopies. Our example of
comparisons points to a consistency among results obtained
using these three methods for a simple dendrimer system
(section 5.2.2).753 This is just a single point, facilitating
exhaustive comparisons between different methodologies in
the realistic setting. Next, further development of state-specific
solvation methods is an important direction. Here, explicit
solvent models such as QM/MM approaches provide a
conceptually appealing future framework promising significant
improvements in accuracy. Accelerated MD approaches, such as
extended Lagrangian dynamics, already proved their utility for
ground-state ab initio MD. Extending these to excited-state
adiabatic MD (section 3.3.3) and particularly to excited-state
NAMDmodeling, is an attractive way of reducing the numerical
expense. Other research focuses on making NAMD simulations
faster by using tight-binding and effective Hamiltonian models,
allowing for longer simulations of larger systems.137,835,836

Additionally, machine learning techniques, which have made a
significant impact across the field of theoretical chemistry
demonstrated success at accelerating or even bypassing the
underlying QM calculations in NAMD simulations.837−840

In conclusion, over the past decade, we have witnessed the
merging and interfacing of NAMD algorithms (such as MQC
techniques) with electronic structure methods for excited states
(such as the TD-SCF family). This advance led to the
deve l opmen t o f mu l t i p l e compu t a t i ona l p a ck -
ages136,449,488,605,606,841 allowing us to address photoexcited
dynamics in realistic molecular systems and materials. While a
unified methodology for NAMD simulations is difficult, if not
impossible to construct, the actively developing ladder of
increasingly accurate NAMD algorithms along with the
counterpart for electronic structure theory (e.g., Jacobs’s DFT
ladder) would enable errors in simulations to be quantified and
ultimately allow treatment of more complex and larger systems.
This opens an exciting future prospect where NAMD
simulations would play a pivotal role not only in guiding and
analyzing experiments, but also as an interdisciplinary computa-
tional tool that is able to reach far beyond normal experimental
conditions.
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LIST OF SYMBOLS USED

Ψ full wavefunction
Ĥ Hamiltonian
R nuclear position vector (a variable)
P nuclear momentum vector (a variable)
m̂R nuclear mass matrix (typically diagonal)
me electron mass
T̂ nuclear kinetic energy operator
Ĥel electronic Hamiltonian
V̂ potential operator
ϕ diabatic electronic wavefunction
χ nuclear wavefunction
ψ adiabatic electronic wavefunction
∇ gradient operator
a, b, ... many-body eigenstate index
Ea adiabatic eigenstate of the ath eigenstate
dab(R) non-adiabatic coupling of the ath and bth eigenstates,

NACR
Hab ath, bth diabatic element of electronic Hamiltonian

operator
g Gaussian wavepacket
α̂ Gaussian wavepacket width
γt Gaussian wavepacket phase
Rt, Pt classical nuclear position and momentum vectors
S classical action
ca(t) time-dependent adiabatic expansion coefficient
d(n) configurational wavefunction expansion coefficient
Vab ath, bth matrix element of effective electronic

Hamiltonian
i, j, ... molecular orbital index
σ, σ′ orbital spin index
ρ̂ single particle density matrix
θi molecular orbital (single particle eigenstate)
F̂(ρ̂) Fock operator
V̂(ρ̂) Coulomb operator
t ̂ electron single particle operator
V̂xc(ρ̂) exchange-correlation operator
L̂ Liouvillian supermatrix
ξ ̂ transition density matrix (linear response eigenvector)
Ω linear response excitation energy (eigenvalue)
μ̂ dipole operator
ε dielectric constant
α, β nuclear coordinates
T temperature

ES excited-state Lagrangian
XES extended excited-state Lagrangian

PX participation number of unit X
Note: symbol with “hat” (not bold) indicates an operator;
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bold symbol indicates a vector in nuclear, orbital, or
many-body state basis;
bold symbol with “hat” indicates a matrix in any basis

ABBREVIATIONS AND ACRONYMS
1-D one-dimensional (sec. 2.1)
2-D two-dimensional (sec. 2.3)
2DES two-dimensional electronic spectroscopy (sec. 5)
A-FSSH augmented fewest-switches surface hopping (sec.

2.4)
AIMC ab initio multiple cloning (secs. 1 and 2.5.4)
AIMS ab initio multiple spawning (sec. 1)
AO atomic orbital (sec. 3.11)
BAB bisazobenzene (sec. 2.2.2)
BO Born−Oppenheimer (sec. 1)
BOMD Born−Oppenheimer molecular dynamics (sec.

3.3.3)
CAS-CI complete active space configuration interaction

(sec. 2.2.2)
CASPT2 complete active space second-order perturbation

theory (sec. 2.2.2)
CASSCF complete active space self-consistent field (sec.

2.2.2)
CC complete coupling (sec. 3.4.1)
Chl chlorophyll (sec. 1)
CI configuration interaction (sec. 3.1)
CIS configuration interaction singles (sec. 3.1.2)
CISD configuration interaction singles and doubles (sec.

2.2.1)
cLR corrected linear response (sec. 3.2.1)
COSMO conductor-like screening model (sec. 3.2)
CPCM conductor-like polarizable continuummodel (sec.

3.2)
CPMD Car−Parrinello molecular dynamics (sec. 3.3.3)
CS coherent state (sec. 2.5.4)
CSDM coherent switching with decay of mixing (sec. 2.4)
CSH consensus surface hopping (sec. 2.5.2)
CW coupled-wavepacket (sec. 2.5.5)
DFT density functional theory (sec. 1)
DFTB density functional tight binding (sec. 2.2.1)
DISH decoherence-induced surface hopping (sec. 2.4)
DTA dithia-anthracenophane (sec. 5.1)
DTSH direct trajectories with surface hopping (sec.

3.4.3)
DVR discrete variable representation (sec. 2.1)
E-Z zusammen and entgegen (sec. 2.2.2)
EDC energy-based decoherence correction (sec. 2.4)
EET excitation energy transfer (sec. 5)
EOM equation of motion (sec. 2.1.1)
EP Ehrenfest-plus (sec. 2.5.5)
ES-ENM excited-state equilibrium normal mode (sec. 5.4)
ES-INM excited-state instantaneous normal mode (sec.

5.4)
ESMD excited-state molecular dynamics (sec. 1)
ET energy transfer (sec. 1)
FMO Fenna−Mathews−Olson, photosynthetic com-

plex (sec. 2.5.1)
FRET Förster resonance energy transfer (sec. 5)
FSH flexible surface hopping (sec. 3.4.3)
FSSH fewest-switches surface hopping (sec. 2.2.2)
fwhm full width at half-maximum (sec. 3.3.1)
GFSH global flux surface hopping (sec. 2.4)
GGA generalized gradient approximation (sec. 3.3.1)

GWD Gaussian wavepacket dynamics (sec. 2.1.1)
HF Hartree−Fock (sec. 3.1)
HK Herman−Kluk (sec. 2.1.1)
ID instantaneous decoherence (sec. 2.4)
KS Kohn−Sham (sec. 3.1)
LDA local density approximation (sec. 3.1.1)
LHC light-harvesting complex (sec. 3.6)
LR linear response (sec. 3.1.3)
LZ Landau and Zener (sec. 2.1.1)
MC-FRET multichromophoric Förster resonance energy

transfer (sec. 5.3)
MC-TDH multiconfigurational time-dependent Hartree

(sec. 1)
MCE multiconfigurational Ehrenfest (sec. 1)
MD molecular dynamics (sec. 1)
MMST Miller−Meyer−Stock−Thoss (sec. 2.1.1)
MO molecular orbital (sec. 3.1.1)
MQC mixed quantum-classical (sec. 1)
MRCI multireference configuration interaction (sec. 4.3)
NAC non-adiabatic coupling (sec. 1)
NACR non-adiabatic coupling vector (sec. 2.1)
NACT non-adiabatic coupling scalar (sec. 2.1)
NAMD non-adiabatic molecular dynamics (sec. 1)
NEXMD non-adiabatic excited-state molecular dynamics

(sec. 1)
NPI norm-preserving interpolation (sec. 3.4.3)
NTO natural transition orbital (sec. 3.5)
PBME Poisson-bracket mapping equation (sec. 2.5.2)
PC partial coupling (sec. 3.4.1)
PCM polarizable continuum model (sec. 3.2)
PDE partial differential equation (sec. 2.1)
PETN pentaerythritol tetranitrate (sec. 4.3)
PetrinTzCl pentaerythritol tetranitrate chlorotetrazine (sec.

4.3)
PES potential energy surface (sec. 1)
PPE poly(phenylene-ethynylene) (sec. 2.4)
PPV poly(phenylene-vinylene) (sec. 2.4)
QCLE quantum-classical Liouville equation (sec. 2.5.2)
QM quantum mechanical (sec. 2.1.1)
QM/MM quantum mechanics/molecular mechanics (sec.

3.2)
RKS restricted Kohn−Sham (sec. 4.3)
RPMD ring-polymer molecular dynamics (sec. 2.5.1)
SAC single avoided crossing (sec. 2.3)
SCC-DFTB self-consistent charge density functional tight

binding (sec. 3.6)
SC-FSSH self-consistent fewest-switches surface hopping

(sec. 3.4.3)
SC-IVR semiclassical initial value representation (sec.

2.1.1)
SCMC semiclassical Monte Carlo (sec. 2.5.5)
SHLS surface hopping in Liouville space (sec. 2.4)
SMF statistical minimum flow (sec. 3.5)
SREDA spin-resolved electronic dynamics approach (sec.

4.3)
SS state-specific (sec. 1)
TD transition density (sec. 3.2.1)
TDA Tamm−Dancoff approximation (sec. 3.1.2)
TDDB time-dependent diabatic basis (sec. 2.5.4)
TD-DFT time-dependent density functional theory (sec. 1)
TD-HF time-dependent Hartree−Fock (sec. 1)
TDM transition density matrix (sec. 1)
TD-SCF time-dependent self-consistent field (sec. 1)
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TDSE time-dependent Schrödinger equation (sec. 2.1)
TS two-state (sec. 2.5.5)
u-TDESMD spin-unrestricted DFT-based time-dependent

excited-state molecular dynamics (sec. 4.3)
VE vertical excitation (sec. 3.2.1)
v-MCG variational multiconfigurational Gaussian (sec.

2.5.4)
WKB Wentzel−Kramers−Brillouin (sec. 2.1.1)
XL-BOMD extended Lagrangian methods for Born−Oppen-

heimer molecular dynamics (sec. 3.3.3)
XL-ESMD extended Lagrangian methods for excited-state

molecular dynamics (sec. 3.3.3)
ZPE zero-point energy (sec. 2.2.1)
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Products in the B-Band Photodissociation of H2O. J. Chem. Phys. 2015,
142, 124317.
(157) Zhou, Z.; Liu, J.; Long, R.; Li, L.; Guo, L.; Prezhdo, O. V.
Control of Charge Carriers Trapping and Relaxation in Hematite by
Oxygen Vacancy Charge: Ab Initio Non-Adiabatic Molecular
Dynamics. J. Am. Chem. Soc. 2017, 139, 6707−6717.
(158) Ma, J.; Guo, H. Advances in Chemical Physics; John Wiley &
Sons, Inc., 2018; Vol. 163.
(159) Goldberg, A.; Schey, H. M.; Schwartz, J. L. Computer-
GeneratedMotion Pictures of One-Dimensional Quantum-Mechanical
Transmission and Reflection Phenomena. Am. J. Phys. 1967, 35, 177−
186.
(160) Askar, A.; Cakmak, A. S. Explicit Integration Method for the
Time-Dependent Schrodinger Equation for Collision Problems. J.
Chem. Phys. 1978, 68, 2794−2798.
(161) Gray, S. K. Wave Packet Dynamics of Resonance Decay: An
Iterative Equation Approach with Application to HCP→H+CO. J.
Chem. Phys. 1992, 96, 6543−6554.
(162) Kosloff, R. Propagation Methods for Quantum Molecular-
Dynamics. Annu. Rev. Phys. Chem. 1994, 45, 145−178.
(163) McCullough, E. A.; Wyatt, R. E. Dynamics of the Collinear H
+H2 Reaction. I. Probability Density and Flux. J. Chem. Phys. 1971, 54,
3578−3591.
(164) Colbert, D. T.; Miller, W. H. A Novel Discrete Variable
Representation for Quantum-Mechanical Reactive Scattering Via the S-
Matrix Kohn Method. J. Chem. Phys. 1992, 96, 1982−1991.
(165) Wu, Y.; Herman, M. F.; Batista, V. S. Matching-Pursuit/Split-
Operator Fourier-Transform Simulations of Nonadiabatic Quantum
Dynamics. J. Chem. Phys. 2005, 122, 114114.
(166) Wu, Y.; Batista, V. S. Matching-Pursuit for Simulations of
Quantum Processes. J. Chem. Phys. 2003, 118, 6720−6724.

Chemical Reviews pubs.acs.org/CR Review

https://dx.doi.org/10.1021/acs.chemrev.9b00447
Chem. Rev. 2020, 120, 2215−2287

2270

https://dx.doi.org/10.1021/jp994174i
https://dx.doi.org/10.1021/jp994174i
https://dx.doi.org/10.1021/jp994174i
https://dx.doi.org/10.1021/acs.jpclett.7b01249
https://dx.doi.org/10.1021/acs.jpclett.7b01249
https://dx.doi.org/10.1021/acs.jpclett.7b01249
https://dx.doi.org/10.1146/annurev.physchem.57.032905.104702
https://dx.doi.org/10.1146/annurev.physchem.57.032905.104702
https://dx.doi.org/10.1146/annurev-physchem-040412-110122
https://dx.doi.org/10.1146/annurev-physchem-040412-110122
https://dx.doi.org/10.1146/annurev-physchem-040412-110122
https://dx.doi.org/10.1088/1361-648X/aa6e96
https://dx.doi.org/10.1088/1361-648X/aa6e96
https://dx.doi.org/10.1038/s41570-017-0109
https://dx.doi.org/10.1038/s41570-017-0109
https://dx.doi.org/10.1146/annurev-physchem-040214-121440
https://dx.doi.org/10.1146/annurev-physchem-040214-121440
https://dx.doi.org/10.1103/RevModPhys.79.291
https://dx.doi.org/10.1103/RevModPhys.79.291
https://dx.doi.org/10.1146/annurev.pc.32.100181.002043
https://dx.doi.org/10.1146/annurev.pc.32.100181.002043
https://dx.doi.org/10.1021/cr2001417
https://dx.doi.org/10.1002/wcms.1344
https://dx.doi.org/10.1002/wcms.1344
https://dx.doi.org/10.1021/ct400641n
https://dx.doi.org/10.1021/ct400641n
https://dx.doi.org/10.1021/acs.jctc.8b00103
https://dx.doi.org/10.1021/acs.jctc.8b00103
https://dx.doi.org/10.1021/acs.jctc.8b00103
https://dx.doi.org/10.1002/andp.19273892002
https://dx.doi.org/10.1021/acs.accounts.5b00026
https://dx.doi.org/10.1021/acs.accounts.5b00026
https://dx.doi.org/10.1021/acs.accounts.5b00026
https://dx.doi.org/10.1103/PhysRevLett.95.223001
https://dx.doi.org/10.1063/1.4948996
https://dx.doi.org/10.1063/1.4948996
https://dx.doi.org/10.1063/1.4948996
https://dx.doi.org/10.1146/annurev-physchem-040215-112016
https://dx.doi.org/10.1146/annurev-physchem-040215-112016
https://dx.doi.org/10.1039/C0CP01186J
https://dx.doi.org/10.1039/C0CP01186J
https://dx.doi.org/10.1039/C0CP01186J
https://dx.doi.org/10.1063/1.3676725
https://dx.doi.org/10.1063/1.3676725
https://dx.doi.org/10.1021/jacs.6b10233
https://dx.doi.org/10.1021/jacs.6b10233
https://dx.doi.org/10.1021/jp5057122
https://dx.doi.org/10.1021/jp5057122
https://dx.doi.org/10.1021/jp5057122
https://dx.doi.org/10.1021/jp5057122
https://dx.doi.org/10.1063/1.4753425
https://dx.doi.org/10.1063/1.4753425
https://dx.doi.org/10.1063/1.4753425
https://dx.doi.org/10.1063/1.4753425
https://dx.doi.org/10.1063/1.4753425
https://dx.doi.org/10.1021/jp5038602
https://dx.doi.org/10.1021/jp5038602
https://dx.doi.org/10.1021/jz1000825
https://dx.doi.org/10.1021/jz1000825
https://dx.doi.org/10.1063/1.4892346
https://dx.doi.org/10.1063/1.4892346
https://dx.doi.org/10.1063/1.4811840
https://dx.doi.org/10.1063/1.4811840
https://dx.doi.org/10.1063/1.4811840
https://dx.doi.org/10.1063/1.4913633
https://dx.doi.org/10.1063/1.4913633
https://dx.doi.org/10.1063/1.4913633
https://dx.doi.org/10.1021/jp310546g
https://dx.doi.org/10.1021/jp310546g
https://dx.doi.org/10.1021/jp310546g
https://dx.doi.org/10.1063/1.4915536
https://dx.doi.org/10.1063/1.4915536
https://dx.doi.org/10.1063/1.4915536
https://dx.doi.org/10.1021/jacs.7b02121
https://dx.doi.org/10.1021/jacs.7b02121
https://dx.doi.org/10.1021/jacs.7b02121
https://dx.doi.org/10.1119/1.1973991
https://dx.doi.org/10.1119/1.1973991
https://dx.doi.org/10.1119/1.1973991
https://dx.doi.org/10.1063/1.436072
https://dx.doi.org/10.1063/1.436072
https://dx.doi.org/10.1063/1.462593
https://dx.doi.org/10.1063/1.462593
https://dx.doi.org/10.1146/annurev.pc.45.100194.001045
https://dx.doi.org/10.1146/annurev.pc.45.100194.001045
https://dx.doi.org/10.1063/1.1675384
https://dx.doi.org/10.1063/1.1675384
https://dx.doi.org/10.1063/1.462100
https://dx.doi.org/10.1063/1.462100
https://dx.doi.org/10.1063/1.462100
https://dx.doi.org/10.1063/1.1881132
https://dx.doi.org/10.1063/1.1881132
https://dx.doi.org/10.1063/1.1881132
https://dx.doi.org/10.1063/1.1560636
https://dx.doi.org/10.1063/1.1560636
pubs.acs.org/CR?ref=pdf
https://dx.doi.org/10.1021/acs.chemrev.9b00447?ref=pdf


(167) Wu, Y.; Batista, V. S. Semiclassical Molecular Dynamics
Simulations of the Excited State Photodissociation Dynamics of H2O in
the A1B1 Band. J. Phys. Chem. B 2002, 106, 8271−8277.
(168) Chen, X.; Batista, V. S. Matching-Pursuit/Split-Operator-
Fourier-Transform Simulations of Excited-State Nonadiabatic Quan-
tum Dynamics in Pyrazine. J. Chem. Phys. 2006, 125, 124313.
(169) Worth, G. A.; Meyer, H. D.; Köppel, H.; Cederbaum, L. S.;
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